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PREFACE

In the 1990's and beyond, air vehicles will be designed on the basis of functionally integrated systems and the operation
of such aircraft will also be highly integrated.

Past experience has clearly shown that interfacing classical subsystems can introduce critical compromises in overall
systems performance, availability, safety and cost.

Future systems will be designed and built by means of a new process where the physical characteristics of the resulting.
systems may not have any resemblance to today's subsystems or line-replaceable units.

N.-

The navigation and guidance aspects of future air vehicles cover a broad spectrum of important technical issues to meet
the operational requirements with improved capability and increased survivability for reasonable costs. The systems

, increasingly depend upon the use of advanced sensor and signal processing techniques and particularly on software to
provide the "intelligence required for their functional performance.

- This symposium was intended to deal with advances in technigues and technologies to design, build and test such
navigation and guidance systems. " " - ,

AVANT-PRdOS f

Dans les annes 1990 et au-del , les v6hicules a6riens seront conqus sur la base de systemes multi-fonctions et la
mission de tels aeronefs sera aussi hautement coordonn~e.

L'exp6rience acquise d6montre que l'interconnexion des sous-syst~mes classiques risque d'amener des compromis
critiques en ce qui concerne les performances globales, la disponibilit6, la s~curit6 et le coot des syst~mes.

Les syst~mes futurs seront conqus et construits au moyen de proc6d6s nouveaux o6 les caractiristiques physiques des
syst~mes ne pourront avoir aucune ressemblance avec les sous-syst~mes actuels qui sont remplaqables aux diversechelons
de maintenance.

Les performances en navigation et en pilotage qui seront demand6es aux aironefs futurs af-n de satisfaire aux besoins
op6rationnels, tout en assurant des capacit6s amdior6es et un niveau de survivabilit6 plus 1dWV h des coots raisonnables
soulivent bon nombre de questions techniques importantes dans des domaines divejs.es syst~mes en question d6pendent
de plus en plus de la mise en oeuvre de techniques sophistiquees de d6tectio e traitement du signal et, en particulier, des
logiciels qui fournissent "i'intelligence" n6cessaire leur fonctionne

Le symposium a examin6 les progres r6alis6s dans 1.','omaine des techniques et des technologies demand6es pour la
conception, la r6alisation et les essais de tels syst~mes de navigation et pilotage.

• ,1
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RECENT DEVELOPMENTS IN TERPROM

by

Denis M Grey and Robert S Dale

British Aerospace (Dynamics) Limited
Downshire Way
BRACKNELL

Berkshire
RG12 1QL

United Kingdom

SUMMARY

Terrain Reference Navigation Systems (TRNSs) began development some 30 years ago but
since then their appeal has broadened considerably. The BAe Terrain Matching Profile system (TE R PROM)
is one of the most mature. It has 3 basic modes of operation and a number of features of which navigation
is but one. Terrain Following (TF) and 'intelligent' ground proximity warning are just two of several benefits
which result from TERPROM's ability to interpret the digital map data base. These features have all been
tested in a variety of fast-jet aircraft. Recent developments include TERPROM's integration with other
systems such as Doppler, Scene MatchingArea Correlation (SMAC), and Global Positioning System (GPS)
to improve navigation performance even further and moreover, a *edesign of the system architecture has
been proposed which enables the best information from a range of sensors to be used both for navigation
and weapon aiming.

INTRODUCTION

The concept of terrain profile uniqueness and its use as a navigation technique began to be
developed in the US in 1958. The USAir Force awarded industry a research contract in 1960 and as a result
of this work, a number of terrain contour matching systems were conceived. In the 1960s, several programs
were sponsored to investigate the application of these techniques to ballistic missiles and in the early 1970s,
a contract was awarded to integrate them with a low altitude drone. The idea here was to make an
operational system capable of being deployed. Later, studies established the feasibility of a terrain
comparison aided INS on strategic cruise missiles. However, several developments since then have
broadened the appeal of terrain referenced navigation systems (TRNS) into both aircraft and missiles.

The increased availability of digital map data has made it possible for vehicles employing TRNs
to use a large proportion of potential target areas. The US Defence Mapping Agency (DMA) leads a
consortium of countries of which each member is responsible for producing Digital Land Mass System
(DLMS) data files for its own country and other areas. DLMS data exists for approximately 20 million square
miles f the earth's terrain. Consortium countries continue to expand, update and improve the accuracy
of their data bases to cope with the increasing requirement for a range of digitized displays for civil and
military use.

However, even 20 million square miles does not cover the whole of the earth's terrain and where
data does not currently exist, topographical paper maps can be digitized using automatic methods or they
can be manually traced. Similarly, satellite or aircraft reconnaissance photographs can be used to generate
DLMS data.

The development of TRNS has also been facilitated by advances in electronic technology
including the increased capability of modern data processors and increased data storage density.
TERPROM uses these advances to provide a mature, covert, day/night, all weather capability.

Several detailed papers have been presented on the technical aspects of TERPROM (Ref 1).
For completeness, a brief description will be given here.
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TERPROM MODES OF OPERATION

TERPROM is based on an extended Kalman Filter which accurately models the barometric/
inertial height, the stored digital map data and the errors in the vehicle's dead reckoning system (usually
an inertial navigation system (INS)). This error model is updated by radar altimeter (radalt) measurements
of height above ground; the information is processed using 3 basic modes Single Fix, Continuous Fix and
Prediction Mode.

Single Fix Mode

The first method, which is similar to that used on early TRNS, is called the Single Fix Mode and
is illustrated diagrammatically at Fig 1. The algorithm constructs a profile of the ground over typically 5kms
and compares this with the profiles contained in its stored terrain model. The point at which the best fit is
obtained is a measure of the aircraft's true track.

Flight path 63 4 7 61 6263 62
.......................... .............. 962 41 8i 0l1 62 -58.*

59 043 0 5{ 49$ 59 5
R56 :7 56 55 5 5

50 61111 56 5508444953 5
60 03-60 56 5(0 547 69

64 :64 63 1 08
H 65 6564 1 5 3 50-

64 - 6
64 64 6Z58 5867 $o

63 646366o- 66

Ground Height = H - R Ground Height Digital Map Data Base
H-R

Fig. 1 TERPROM Single Fix Principle

The Single Fix Mode is tolerant of large errors and is used when the system is uncertain of its
exact position. For instance it is sometimes used to provide the initial fix after take off, and to reestablish
position after long periods over flat, characterless terrain or over the sea.

Occasionally, another strip of ground has a similar profile to the one overflown and a false fix could
result. To ensure that this occurrence has no adverse effect on the system, a second single fix is performed
and correlated with the first. Only when two correlating fixes are found is the information processed in the
Kalman Filter to give updated position and velocity estimates and the system switched to the Continuous
Mode.

In all TERPROM flights processed by BAe, the Single Fix technique has never passed an
erroneous fix to the Kalman Filter from which the continuous mode has been unable to converge.
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Continuous Mode

The Continuous Mode is the normal mode of operation and is more accurate than the Single Fix
mode. An understanding of the Continuous Mode can be obtained by considering the simplified example
at Fig 2. Having processed the altimeter information at Update 1, the Kalman Filter has an estimate of the
vehicle's position and height (point X) and a measure of the uncertainty in its estimate (ellipse E). The ellipse
will in general lie with its major axis parallel to the terrain surface. Between updates, the Filter propogates
the position, height and their uncertainty information forward to update 2 using a dynamic error model of
the INS. This predicted position is marked Y and the uncertainty region is shown by the dashed ellipse.
The altimeter measurement by itself would indicate an uncertainty region (G) parallel to the new terrain
tangent. However, the Filter optimally merges this new information into an improved position and height
estimate (Z) with a smaller uncertainty region (hatched area) than that of either measurement taken
separately. In this way, small corrections are continually applied every 1 00m or so. For high speed vehicles,
this corresponds to an update rate of about 3 Hz. The Kalman Filter thus sustains an estimated position
which is more accurate than the batch processing of the Single Fix.

Final Area of
Uncertainty

Prediction

E Estimated\1' Height -/ " Original Area

of Uncertainty

Vertical X$ Measured'

/

/ /Aong rac;

Update I Update 2

Fig. 2 The Kalman Filter Principle
Used in Continous Mode

Prediction Mode

The Kalman Filter estimates errors in the dead reckoning system and retains knowledge of their
values. The filter then predicts the effect of these errors using a dynamic model of propagation. So for an
INS based system, the KF will establish the drift rate and compensate accordingly even if some update data
are interrupted. This will happen if there is no radalt or terrain data available. Therefcre an INS which is
updated by TERPROM will be significantly more accurate, even if the radalt becomes temporarily
unserviceable, than an INS without TERPROM.
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INTEGRATING TERPROM MODES IN A MISSION

The method by which these basic Modes are integrated into a typical mission is illustrated at Fig 3.

After aircraft take off in the case of an aircraft system, or launch for a missile, the navigation
system will drift at the INS drift rate. When the vehicle is being fed meaningful radalt information at least
two Single Fixes are performed until they correlate. The Kalman Filter will switch to the Continuous Mode
and remain there unless the system can no longer compare meaningful radalt information with the digital
map - for instance when over long stretches of water. The system will then carry out Single Fixes or revert
to the Prediction Mode. In Prediction, it will drift at a significantly lower rate than before because the INS
drift errors have been modelled and eliminated. On flying over land again, TERPROM monitors the
magnitude of the residual drift. Iftthis is sufficiently small, TERPROM changes to the Continuous Mode.
If not, Single Fixes are carried out as before and the system reverts to Continuous Mode after a correlating
fix has been found. That said, for the majority of envisaged overland sorties, including flight over lakes, the
system will stay in Continuous Mode after the initial Single Fixes.

Increasing

INS
Drift

Single
Single Fixes Continuous Fix/ Continuous Mode

Mode Prediction
Mode

I i l1 111111 I i

Flight Profile 11 '  '""

Fig. 3 Integration of Basic TERPROM Modes

TERPROM FEATURES

Some TRNS are promoted simply as a method of updating the INS and hence the aircraft's
position on a moving map. However, TERPROM has been used in trials for years as a total terrain reference
system (TRS). It is important to undei-stand that it is a mathematical device for extracting a variety of
information from the digital data base of which navigation is but one element. It is therefore not affected
by acceleration and no 'g' restrictions have been applied by the operators in flight trails.
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Navigation

Reliable, autonomous and covert navigation has been demonstrated over a wide variety of
terrain types in the UK, USA and mainland Europe and over different coverings of snow, sand, trees etc.
Unlike earlier rRNS, no specific fix areas are required and unlike Global Positioning System (GPS),
TERPROM is immune to countermeasures. It is totally independent of satellites and does not therefore
depend on the supply by a friendly government of the essnntial P codes. Neither does it depend on Doppler
radar information.

TERPROM trials have proved that no significant degradation occurs for at least 5 minutes even
if the radalt is switched off or the vehicle is over the sea. Nevertheless, for continued accuracy, terrain slopes
are required. Fig 4 illustrates that navigation performance only slowly degrades when passing from
undulating to flat terrain with less than 2 per cent slope. The degradation is slow because the INS will
already have been calibrated. However, navigation accuracy increases rapidly as the vehicle overflies
featured terrain.

AsTERPROM models the errors in the INS, it can detect out of specification INS behaviour which
may be indicative of an impending fault. Indeed, on two consecutive flights is 1987, TERPROM did just this
on the next flight the INS failed.

Poor

Rapid Improvement

Navigation OK
Errors So emdto

Terrain Sope 2 
5 L 10% 15%

Flat 'Gentle Hils" Rolling Hills

Fig. 4 TERPROM Navigation Performance

Terrain Following

Terrain Following Radars (TFRs) have drawbacks in modern warfare. The radar advertises the
aircraft's presence especially if the aircraft manoeuvres fiercely and in any event, manoeuvre limits are
imposed due to the mechanical constraints of the radar antenna. TERPROM terrain following (TF) is covert
(you can even switch the radalt off if you wish) and is regularly used in full air combat manoeuvring.

The algorithms used by TERPROM for TF vary from those typically used by TFR in straight flight
- these being useful to cross monitor a TFR and TRN system in peacetime operations - to those which take
account of over-the-hill information to promote a more terrain hugging profile in rough terrain. Both types
have been successfully flown in the TERPROM system on the F16 aircraft.
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Fig 5 illustrates the principle of TERPROM TF. A mathematical beam is projected in front of the vehicle.
In plan, the size and orientation of the beam is related to the expected cross track error (as continuously
predicted by the Kalman Filter) and the projected flightpath. In elevation, the terrain and obstacles are
mathematically lifted to take into account map errors and spread longitudinally for along track errors and
combined to create a worst case profile. The vehicle's flight profile will depend on the clearance height set
by the aircrew or missile mission planner.

One spin-off of a mathematical TF system as opposed to one based on radar returns is that it
is unaffected by terrain cover (e.g. jungle or snow),or by flying height. (TFRs are limited to line of sight which
can be short at very low level and they are adversely affected by low grazing angles.)

This means that operational experience and confidence is built up very quickly so reducing
system certification times and pilot training. Indeed it is not unusual for guest pilots on the F16 to be flying
as low as 100 feet at 600 knots and at night on their first flight with TERPROM as the cornerstone of a suite
of navigation aids.

4. Beam'Width Beam rotation
dependent upon dependent upon

cross-track Projected Fli ht Path current turn
error rate

Obstruction

Plan
Pilot selected Hill spreading
set clearance dependent upon Line shaping dependent

/ along-track errors upon climb/dive rate w

case profile

Terrain following
or ground proximity ,

warning line

Terrain lifting /
dependent upon

height errors 1 ObtuioElevation

Fig. 5 TERPROM Terrain Following
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Terrain Masking

Horizontal and vertical guidance in current TERPROM systems are uncoupled. Whilst each has
been mechanised automatically by feeding TERPROM commands to the aircraft's autopilot, they can also
be displayed to the pilot for him to interpret. Algorithms have been developed which combine horizontal
and vertical commands and choose a TF route to a specified way point which makes best use of terrain
screening (see Fig 6).

Candidate routes chosen
in mission planning

Actual route flown

Fig. 6 TERPROM Terrain Masking

There is still considerable ergonomic work yet to be done to determine the best way information
can be presented to the pilot to avoid increasing his workload or overwhelming his display whilst keeping
him informed of the intended track. As a first step, an aircraft has been guided automatically using an
algorithm which is computed partly on the ground in mission planning and partly in real time in flight.
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Ground Proximity Warning

Traditional warnings based on radalt readings are satisfactory when the terrain is flat or gently
rolling and when the aircraft is not manoeuvring fiercely enough to prevent a radalt reading. A much more
flexible and reliable ground proximity warning is provided by using map data to predict approaching hills
either directly ahead or into a turn (Fig 7).

Moreover, by using the navigation system's accurate height estimate, rather than directly using_
the radalt, visual or audio warnings can be given whatever the height or attitude of the aircraft or the 'g' force
applied. Those of you who have spent time at 500 or 600kts 'in the weeds', looking over your shoulder for
other formation members, for the target, or for the bounce will readily appreciate the value of a predictive
intelligent ground proximity warning.

~ Reaction Time
+ Safety

Set clearance height

Manoeuvre

Fig. 7 TERPROM Ground Proximity Warning

Obstacle Warnings

In its simplest form, an obstacle avoidance warning can merely warn of an obstacle directly on
track but this can be extended to advising of obstacles to right or left so as to avoid turning into them.

More complex still is the ability to overlay a warning marker on an image of the obstacle in the
HUD although, as with terrain masking information, there is much ergonomic study yet to be carried out in
this area to avoid swamping the pilot with information when he is searching for a target in a highly
industrialised area for example.

Criticisms have been levelled at TRNSs due to the limited availability of obstruction data. Ten
years ago, similar criticisms were voiced about the quality of terrain data but in that time TERPROM has
been tuned to work with all qualities of map data, and the mapping agencies have improved the quality of
their products.

Three classes of DLMS are used. Digital Terrain Elevation Data (DTED) is used for ground
profile, Digital Feature Analysis Data (DFAD) is used for features such as towns and Digital Vertical
Obstacle File (DVOF) is used for obstacles. It is the improving quality and quantity of DFAD and DVOF
which will make it possible to fly lower and lower with TERPROM. There will continue to be a requirement
for some form of active obstacle warner such as laser or other radar for nap of the earth low flying, but
TERPROM will be an important complementary system.
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Target Acquisition and Weapons Aiming

The current debate over the type of aircraft required to perform the close air support role in the
USA has highlighted the difficulty of pilots locating camouflaged, mobile targets in the battlefield. At high
speed and low-level there may not be enough time to detect, acquire and classify the target while
maiouevring the aircraft into a tracking and firing position.

A speedy method of transferring target information from a Forward Air Controller (FAC) to the pilot
is for the FAC to pass the location via an Automatic Target Hand Over System (ATHS) to the attacking aircraft
so that the target is indicated by a marker in the Head Up Display (HUD). Another approach is for the lead
attack aircraft to acquire the target using a steerable FLIR. As he looks at the target he can fix it in azimuth
and elevation. Range information would normally be provided using an active laser rangefinder or radar,
but the point here is that TE RPROM provides the target coordinates or range passively, without any forward
emission from the aircraft. The ATHS automatically transfers the target position to the remainder of the
formation who can then attack with virtually real-time information.

To acquire fixed targets, the coordinates are usually inserted into the navigation computer before
the attack and an acquisition aid such as a cross or box is displayed in the HUD.

Unfortunately, due to INS drift, an unaided system needs to be updated manually and accurately
immediately prior to the target run which creates a significant extra workload when the pilot or crew least
need it. TERPROM not only removes this workload, but ensures that the aircraft is exactly positioned at
the start of the target acquisition phase.

As far as weapon aiming is concerned, TERPROM will feed the weapon aiming computer with
passive three dimensional range information to the target and feed this to the HUD for pilot interpreted
release or for automatic release (Fig 8). Traditional weapon aiming computers are unable to forecast the
terrain ahead since they are fed information directly from the radalt reading below the aircraft. TERPROM
will indicate correct bomb impact point even on the side of a hill by working cooperatively and iteratively with
the computer.

Estimates of
Impact Point

Bomb Trajectory 2nd 3rd ist

Fig. 8 TERPROM Weapon Aiming
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TRIALS RESULTS

TERPROM algorithms began to be developed in 1975 with the aim of providing the Long Range
Stand Off Missile (LRSOM) project with an autonomous navigation update system (Fig 9). Initial flight trials
were carried out on Jaguar and Comet aircraft, but the main trials aircraft was a Jetstream belonging to the
Cranfield Institute of Technology. It was fitted with an INS, a continuous wave TRT radalt and a downward
looking Vinten camera to determine accurately the aircraft track. The track was estimated using the
TERPROM algorithms and compared with the photographs.

1980 1985 1986 1987 1988 1989 1990 1991

\Tai~llg t Appicaione.g. Fast Jets, Helioopters, Missiles

Je ts e am T ria ls

Other A~rcraft Types Q\ Andove
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GO Fl6 Tnals CniudDemnonstraion Flights\ \

I"ornado, TF Fights RNLAF F16

PDP/Jetstream t ials Availabte for other applications

1978 LR SOM Studles X

Fig. 9 TERPROM Development Activities

In 1980, a second, pulsed radalt, was also fitted. Although both worked at 4.3 GHz, they
responded differently to cultural features such as houses, trees and power lines.

Real time trials began in 1981. Pre flight, a planned route and height profile was fed from a small
cassette tape into a magnetic bubble memory in a dedicated computer on the aircraft. At first, guidance
commands were fed to an instrument landing system type display for the pilot to follow in azimuth and
elevation. In July 1982, however, a parallel set of commands was fed to the aircraft autopilot and the aircraft
flew with TERPROM in full control.

BAe built in 1984 a ruggedized computer system with a variety of interfaces to allow it to be fitted
to a range of aircraft types.

In 1985, the system was delivered to General Dynamics Fort Worth Division for demonstration
trials on the Fl16. The aim of the trials is to evaluate low cost navigation and night systems to demonstratea more versatile low altitude night attack capability on Close Air Support and Battlefield Air Interdiction (CAS/
BAI) missions. Hundreds of sorties have since been flown, terrain following down to 1 00ft.

In the General Dynamics magazine Code One', senior test pilot Joe Bill Dryden says of
TERPROM, with which he has been flying since that first Fl16 flight 4 years ago 'The accuracy, without the
requirement to make any updates, regardless of the length of the mission, is astounding. The reduction
in cockpit workload is staggering. 'And his advice for choosing systems for night operations 'It goes withoutsaying that TERPROM should come first on everybody's list! With such a system you can do everything
better, day or night, rain or shine, regardless of what your mission is.'
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In March 1989, Robert Ropelewski reported of his sortie in the GD F 16 in Armed Forces Journal
International that, 'Throughout our 1.7hour flight in the F1 6, the TERPROM system kept us within 20 to 30
metres of our preselected course..'- and this was over the relatively flat and not particularly well mapped
Texan countryside.

During 1985 and 1986, trials on the Tornado aircraft from BAe Warton were carried out in
conjunction with the MOD Aeroplane and Armament Experimental Establishment at Boscombe Down in
Wiltshire. The trials were very successful. Not only did they demonstrate excellent navigational accuracies
and the ability of TERPROM to reduce significantly the height channel errors in the BARO/IN mode, but
extensive TF and automatic TF sorties were flown using TERPROM.

The Royal Netherlands Air Force (RNLAF) observed these trials with increasing interest and in
1987 used TERPROM to enhance their own F16 Night Falcon 2 project. They confirmed thal Forward
Looking Infra Red (FLIR) systems and Night Vision Goggles (NVGs) are not always very effective in poor
European weather. Cloud, fog and rain adversely affect these systems whereas TERPROM would aid
target acquisition and provide a passive TF facility. In 'Defensiekrant', test pilot Major Tom Bakker of the
Tactical Air Command in Zeist describes TE RPROM as 'the biggest step forward in the last ten years.... This
system is so accurate that hardly any margins remain ..... The big advantage of this system is that it not only
offers improved navigation but also a terrain following capability which GPS cannot offer.' In the same
article, Major Dick Berlijn, Head of Weapons Systems Department, Describes his flight as 'A fantastic
experience. The workload related to accurate navigation drops considerably. Also, my weapon system is
improved as the computer always knows exactly how high I am above the [target], that produces an
incredible accuracy when I drop my bombs. Conclusion the total [effectiveness] of the F1 6 improves.'

In late 1988 and early 1989, trials took place on a Sea King helicopter using two different
grades of INS. At the time of writing, the results are still being analysed but initial indications are that

they were fully successful.

EQUIPMENT DEVELOPMENT

Developments in the electronics field have meant that a TERPROM system can now be housed
in a very small space, even though the software to perform all the computations for navigation, TF etc is
considerable. The current system, whose software is written in ADA, is housed in a 3/4 ATR unit - about
12 litres in volume - and uses two 1750A architecture processors, a 1553B interface and numerous
incidental interfaces for tailoring to the avionics fit and for communicating with ground loading and test
equipment. The store for the map data is made up of 4 modules each of 4 megabytes of Electrically Erasable
Programmable Read Only Memory (EEPROM); each module is capable of holding over 50,000 square
nautical miles (150,000 sq kms) of terrain and obstruction data. EEPROM has been chosen for its non-
volatility, reprogrammability and maturity, making it the ideal technology for a self-contained TRN system.
Also, flight tested in 1987 was an optical disc system holding the map data for TERPROM. Whilst currently
there are environmental limitations on optical disc systems, they have the potential to achieve an order of
magnitude improvement in storage density.
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QUANTITATIVE IMPROVEMENT

Quantifying TERPROM's advantage over existing navigation systems is difficult but its main
strength on aircraft lies in improving their night and adverse weather capability.

Penetrating to targets using autonomous, stealthy techniques is only possible at the moment in
good weather and in daylight.

For what proportion of the time would TERPROM permit covert navigation and attacks which.
would otherwise not be possible unless an active system were used?

Good weather means one thing to the F16 pilot over the Mojave desert where any cloud at all
or visibility less than 20 miles may be unusual. It means something else to the Tornado or AMX pilot fighting
his way across the North German plain in winter.

So the definition of good weather is debatable but let us assume that we are leading a formation
of 4 aircraft against a target which requires a closely coordinated attack. The area is heavily defended and
you want to penetrate and attack with minimal transmissions, not using TFR.

You really need 300ft clearance from cloud to ensure that you stay visual with the others and if
we assume an average penetration height of 200ft, we would require a minimum cloud base of about 500ft.
To acquire and attack the target successfully may need a visibility of 5km.

With reference to Fig 10 we can see that the joint probability of this combination existing over
the North Germany in winter is 60 per cent. It is therefore probable that for 40 per cent of the time in winter,
TERPROM would be likely to permit covert operations when at present they are only possible with an active
insecure TFR system. In summer, the improvement in operating capability would be smaller but significant.
If we were to overlay on this the hours of darkness you can see what major benefits TERPROM provides.
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Fig. 10 Joint Probability of Occurrence of a Specified Cloudbase
and Visibility In the Central Region in Winter



12-13

TERPROM DEVELOPMENTS

Although extensive TERPROM trials have demonstrated excellent performance over a wide
range of terrain, developments have taken place to improve its navigation performance, especially over
extensive areas of flat ground (Fig 11). However, it must be borne in mind that while enhancements which
rely on additional sensors may make the system more accurate, they tend to increase cost and system
complexity.

,eSatelite

Continuous Mode TERPROM/GPS TERPROM /Doppler TERPROM /Doppler +
SMAC Fixes

SMAC~~I rMA_ SMA-C

I

LAND SEA'~ FlatgrounI/
Nm satelle DaaPro Taget Fixe

Fig. 11 TERPROM Enhancements

TERPROM/Doppler

One of the earliest extensions to basic TERPROM was the supplementing of radalt data with
velocity measurements from a Doppler radar. As with the radalt in the normal Continuous Mode, the Kalman
Filter now can also predict vehicle velocity and compare it with the actual Doppler radar output to enable
estimated quantities of position and velocity etc to be corrected. The filter processes the radalt and Doppler
information independently so that over well featured terrain the Doppler radar may be muted whilst the
radalt information is used. Over moderately undulating terrain, both inputs can be used independently and
asychronously to provide the best information. Over flat ground, the Doppler radar supplies all the
information to reduce the drift which would exist if only the radalt were used. This enhancement has been
tested against many sets of flight data.

TERPROM/SMAC

Another way of improving the system is to use other sensors to supplement or replace Doppler
radar. One of these is infra red (IR) SMAC which is applicable mainly to long range missiles. It preserves
the autonomy of basic TERPROM and, unlike Doppler, is covert. By comparing the IR image of away area
with a stored digital 'map', the position of the vehicle can be established very accurately. The positional
information is passed to the Kalman Filter where it is combined with the radalt- derived navigation data.and
is processed in much the same way as the Doppler measurement.

The particular advantage of this combined system is that, whereas TERPROM performance is
best over well-featured terrain, SMAC operates at its best over flatter terrain, where there tend to be more
recognisable linear features such as roads, rivers, railway lines and field boundaries. Also, flat ground will
not distort the captured IR image.
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Flight trials have shown that the combined navigation performance is better than that of either
TERPROM or SMAC alone and in particular it is more robust against defects of the digital data bases of
either system.

TERPROM/GPS

Similarly, G PS can be successfully integrated with TE RPROM. In many ways, these two systems
represent an ideal combination. Over water and flat terrain ,TERPROM tends to drift but GPS does not
suffer from satellite screening and so the optimum constellation may be chosen. In hilly terrain, satellites
may be screened from a low flying vehicle but here TERPROM's highly accurate vertical channel enables
the integrated system to choose the satellite constellation which provides the best horizontal navigation
performance rather that that which gives the minimum Geometric Dilution of Precision (GDOP).

Overall, by using a variety of sensors, a composite system can be provided which accurately
navigates at all times.

Alternative Forms of TERPROM

One of the major requirements of the original TERPROM system is an accurate and reliable INS.
However, INSs tend to be heavy, large and expensive, and for unmanned air vehicles (UAVs) and other
applications such as reversionary aircraft systems, an alternative dead reckoning may be all that is
available. BAe has recently developed other forms of TERPROM which can be used with lower cost dead
reckoning systems such as Doppler/Attitude and Heading Reference System (AHRS), an Air Data System
(ADS)/AHRS or with ADS/Gyro Magnetic Compass (GMC).

In tests against data recorded in flight, the systems were shown to navigate well, although not
quite as accurately as TERPROM and INS because error sources such as wind are far harder to
characterize. However, accuracies were adequate to identify waypoints, targets and airfields and to terrain
follow.

In general, adding new sensors means that new system errors have to be calculated and the
Kalman Filter redesigned accordingly. However, British Aerospace have designed a new algorithmic
architecture in which models of each sensor, including the INS, are treated as measurement models
peripheral to the main system model. Now new sensors can be added or deleted with ease and even whilst
the filter is running, sensor measurements can be processed or ignored so allowing failures to be tolerated.
Details of the filter were presented by BAe to the American Institute of Navigation in 1988 (Ref 2).

Whilst the system has not yet been flight proven, it has been successfully tested against both
simulated and flight data input from numerous sensors.

CONCLUSION

Having now accumulated hundreds of hours of flying trials experience, it is clear that TE RPROM
is a mature and robust terrain reference system which provides a range of operational benefits to manned
and unmanned aircraft. All pilots who have flown the system have enthused about the concept and its
implementation.

The most widely publicized feature is its covertness and its ability to update accurately an INS,
but of growing importance are its other benefits such as TF, intelligent ground proximity warning and
improved target acquisition which have been demonstrated on hundreds of flights. Recent developments
include TERPROM's ability to work with a range of low cost navigational systems and the design of a new
algorithmic architecture which allows the addition of any number of update sensors for improved
performance and to cope with sensor failure.
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Summary

An image sensor, looking straight downward from an aircraft, detects line-shaped patterns of
roads, rivers or railroads with a detection rate of 75%. Combining these measurement with stored

map data on these traffic routes and with INS data yields reliable position estimates within ± 8
m.

List of Symbols

t : probability, that the detected contour has not been stored in the map.

Wprd: predicted distribution.

Waes: measurement distribution.

W(x/dv): a-posteriori-distribution of the actual position x when I has been measured.

ci : the overal distribution of y.

1. Introduction

The goal of this paper Is autonomous position fixing, Independent on cooperative devices on earth
or in space. There has to be some kind of INS-system on board, which must not necessarily have
the precision of an inertial system, though we need a gyro as an angular reference, so that
angles can be measured and compared in earth coordinates. The position indication of any such

system requires occasional updating. For autonomous position fixing in the two dimensions of the
earth's surface we need a two-dimensional map, containing a measurable local feature z as a
function of position coordinates x and y. Any function z(xy) can generally be considered as an
image, and position is fixed from the peak of some kind of correlation function between the
measured image and the map-image. To avoid ambiguities, z(xy) should be rather unique and
identifying for a local neighbourhood. A sharp peak of the correlation function is obtained for
best accuracy. If high spatial frequencies are contained In the local variations of feature z.

In many areas spatial variation of local altitude, used as feature z, is not very identifying,

especially in its high-frequency content. But the amplitude distribution z(x,y) of the local
emission or reflection of electromagnetic waves In the IR, visible or radar wavelength-region

mostly containes sharp, time-invariant image elements. Line-shaped patterns are selected as

elements for an Image-supported navigation:
I Traffic routes, such as roads, rivers and railroads.

Any one of these patterns is not identifying the position by itself. But if their geometrical
context is compared to the context of routes, stored in a digital map, we get an unambiguous and
precise position fix.
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To this end we had to solve two tasks:

1) Traffic routes have to be detected and data on their absolute

direction and their position relative to the vehicle have to be

acquired.

We solved this task for airborne navigation using the visible region of the electromagnetic

spectrum:

An image-processor looks straight downwards and uses all available a-priori-knowledge to adapt

its electrooptical preprocessing and digital filtering for optimal detection of line-shaped patterns

with weak contrast in spite of local disturbances in highly structured background.

Such a Contour-Sensor has been tested inflight under various wheater-conditions. It is now

commercially available for measuring edge-positions for a variety of tasks in the control of

production processes and automated visual inspection. It is also used for the acquisition of map-

data from road-maps or aerial photographs. So I would like to Introduce the principle of this

sensor independently from our particular aim of image-supported navigation later on.

For our second task

2) Position fixing from the spatial context of line-shaped patterns

contour-data might be acquired using other regions of the visual spectrum or by completely

different means. In a land-vehicle the system might be told the direction of a traffic route,

which the vehicle is using or crossing, by manual input, for example.

If we know, that we are on a traffic route of a particular direction, we can look into the map for

routes of equal direction and know that we are somewhere on one of these lines: we have a

line-shaped probability-distribution of our position. More routes, detected subsequently, yield

more probability distributions, which have to be merged somehow, to obtain the actual position at

the point of maximum probability. The probability-density-functions can be stored and merged as

twodimensional image-functions, or they can be described by statistical parameters, which can be

handled mathematically in the way of a Kalman-Filter, to reduce computational requirements.

Experimental results on the reliabilty of this method of position fixing will be presented.

2. Acquisition of contour data by a contour sensor

The common procedure for image processing starts by bringing the entire image into a computer

after scanning It in a fixed raster. This yields two problems:

- a large amount of information has to be transferred, stored and processed.

- sampling noise is generated by any fixed raster converting a smooth contour into a

staircase.

A finer sampling raster reduces sampling noise but increases computer workload.

As relevant Information for image analysis and classification is mainly contained in Image

contours, we developed an electrooptical preprocessor, called 'contour-sensor', with a sampling

pattern, adapted to line-shaped image contours. Contours are defined rather simply:
. A contour is a line shaped pattern, formed by the maxima of the gradient of average intensity

(or other statistical moments).
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Averaging on either side of a contour should cover as wide areas, as possible, to eliminate drop-

outs and other local disturbances of the pattern and its background. On the other hand it should

not extend to regions outside the homogeneous image areas. In our case the inner area of a

traffic route is very narrow and limited by it two contour3. The sampling area itself thus must

be narrow and line-shaped.

If we know neither direction nor position of the contour, which has to be detected, the line-

shaped sampling-pattern must be rotated and shifted either sequentially or in parallel by an

array of line-shaped sampling-patterns. As the aircraft is moving continuously there is a natural

translational shift. The star-shaped sampling pattern of fig.l is formed by the surfaces of

photosensitive semiconductor elements and is adapted to different directions in a parallel mode

Ill.

Output data represent integrals over radial paths, corresponding to low-pass-filtering in radial

direction. By this way of scanning, the two-dimensional light-intensity-distribution has been

converted to a one-dimensional array of sensor-data. This array can be conveniantly filtered by

appropriate digital algorithms, matched to the contour-profile. As the difference between output

data yields the gradient of average intensity, this filtering will have a highpass characteritic,

essentially. Radial Integration by the shape of sensor elements and tangential differentiation by

digital filters combine to form a two-dimensional unisotropic filter.

It is not necessary for the image of a line-shaped pattern to cross the center

of the sampling star-pattern precisely. Depending on contrast and local image

defects, contours are detectable even if the star-center has a distance of up to

half the star-radius from the contour 121. When the aircraft crosses a traffic

route, it can be detected several times with a scanning period of 20 ms and

velocities less than mach 3. Computation yields several samples of position data

of the same route. The probability distribution describing these measurements is

gaussian-like In the orthogonal, and uniformly distributed in the direction of

the contour. It can be visualized as a dam with gaussian profile and forms a

base line for navigation, the width of which corresponds to the variance of the

measurements.

3. Flight test of contour detection

The contour-sensor-system was mounted In a DO 228 aircraft of the DFVLR in Oberpfaffenhofen

(FGR) looking straight downward through a hole in the fuselage together with an ordinary video

camera. Its Images were recorded together with detected traffic-route-data. These data were

evaluated in the laboratory by comparing them with photographic and strategic maps.

We had 7 flights in summer and In 2 winter in an altitude of 1000 m. Flighing in an altitude of

30 m demonstrated low-level capability. The visible spectrum did not permit operation above

clouds or fog. For later feasibility studies on the all-weather-capability of the sensor principle,

radar data from a SLAR system of DFVLR were recorded during the same flight.

Not all traffic routes were detected, of course, because some of them were hidden by forrests or

happened to be bordered by an acre of the same brightnes: Detection rate was 75 %.

Due to randomly generated line-shaped patterns, like traces of farm carts or rests of snow in a

ditch, c = 7 % of the detections did not correspond to map data.
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4. Navigation updating

Any system supplying data on traffic routes will omitt some of them, which only means,

that they are just not available for a position update. And any system will come up with routes

which are not contained in the map. Those routes might be confused with nearby routes of the

same direction. But this is no particular problem of unknown detected routes, as for any detected

route there might be more than one route of corresponding direction in the map. and it could

therefore be confused with a wrong route. So the matching algorithm has to cope with wrong or

multiple matches, anyhow.

It is not necessary, but for the explanation of the principle let us assume, that we start from a

well known position. Our initial probability distribution, depicted over the two position

coordinates thus is a 8-puls. As our vehicle proceeds, an INS-system attempts to predict the

actual position, but taking Its drift Into account, the

predicted distribution Wpr.d

will be a gausslan fuction, its variance increasing with time.See fig 2.

If a traffic route is detected, this yields position data, taken from a route of equal direction in

a map. Its distribution, the

measurement distribution W...

has the shape of a dam with gaussian profile according to chapter 2, if there is one and only

one corresponding traffic route in the map.

For optimal estimation of the actual position x

W(x I , the a-posteriori-distribution of the actual position x

when y has been measured,

is computed from Bayes'equation

W(xI X) W(Y) = W(x,y)=W(I) W(yI x)

with

W(y) = cl , the overal distribution of y, which is independent of x,

so that it does not Influence the decision for a particular

x and can thus be considered as a constant,

W(xY) , the joint distribution,

W(x) Wpr.d, the a-priori-probability before y is measured, and

W(yx) e .. , the measuring-distribution of y, when the actual

position is x.

We thus get the a-posteriori-distribution

W(xjY) = Wpred(X_ Wuss(y.xL / c,
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and can take its maximum, for instance, as position estimate. It is then shifted by the INS-

system according to the vehicles further movements and convolved in fixed intervals with a

gaussian function, corresponding to low-pass-filtering in the spatial domain, to take the INS-

systems drift into account. After this treatment it Is used a a-priori-distribution, as soon as a

new measurement is available.

E is the probability, that the detected contour has not been stored in the map and thus is

useless; c was 7 % in the flight test. Thus with probability E the measurement y is useless and

the actual position x is equaly distributed with constant probability densitly ci, while Wmeas has

to be weighted with (l-E) to yield

W(yx) = £ cz + (1-E) W..4A(yxL.

Using this expression in Bayes' equation,

W(Xjy) = Wpr.d I E ci + (1-E) W,°" I / C.

For a more careful deduction of this result using the methods of Kalman filter theory, see

reference (31. If both Wpred and Winee are gaussian, W(xly) Is gaussian, too.

If the detected route has a match In the map which is far apart from the predicted position,

Wpred(X) , WOe a(y.x_ becomes very small. We therefore only look for matches In the map within

a distance of 3 a. If there are more than one matches In the map within a distance of 3 a,

Wmeas Is a multimodal distribution of several parallel gaussian dams. In this case W(xjy) is a

multimodal gausslan distribution. This can only happen in urban areas with a dense net of traffic

routes, provided that recent position fixes have rendered prediction rather accurate with a small

a. Urban areas are therefore excluded from position fixing, assuming that there are enough routes

in the suburban surroundings. After a long flight without position fixing, only, multimodal

distributions might have to be coped with, as Wpred than will be very flat before the first new

fix.

There are two ways of computing W(x.0:

1) All distributions are taken as normal or gausslan, respectively, and

are described parametrically by Its statistical moments.

If the system has to cope with multimodal distributions, some of them have to be combined and

others have to be omitted, to reduce computational workload and eventually yield a monomode

distribution again.

Modern digital electronics allows a new approach:

2) Probability distributions are stored as two-dimensional functions In,

and image processor and convolved, added or multiplied pixel by pixel.

This does not require any approximation of real distribution functions by mormal, preferably

monomode distributions. It allows to store all a-priori-knowledgle, obtained sofar, in a fractured

probability mountain and to exploit it accordingly.

The first approach has been choosen for experimental verification of reliable performance.

5. Experimental performance of update-simulation

Experimental simulations of position fixing were performed on a computer system with a given

random drift of the INS-system and the measuring-distribution, which had been observed in the

flight tests 31. The simulation was based on worst case data:

maximum random drift 0.3 o/h; any low-cost Inertial system is better:
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* detection rate 60 %, which was 75 % in the flight test;

* 10 % of the detected contours are not to be found In the map

(7 % In the flight test);

* random distance of traffic routes 400 m, which is typical for central

Europe.

Under these conditions

" position fixing was absolutely reliable and was never disturbed

Irrevocably (fig.3) and

" the error of the position estimation was never greater than 8 m.
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Abstract

The automatic autonomous landing approach through computer vision has been investiga-

ted in a simulation loop with real image sequence processing hard- and software. The

use of integral spatio-temporal world models is the presupposition to achieve real

time performance with the microprcessors currently available. Results achieved for a
business-jet aircraft demonstrate that this set up is powerful enough to solve the
problem of autonomous unmanned landing approach.

Introduction

An experienced pilot has the ability to carry out a landing approach by processing

information gained hrough vision only. He has learned to control the motion of the

aircraft in all three dimensions in space and time by evaluating time-variant, two-

dimensional image sequences gathered from his eyes. To transfer this ability to a

machine, it needs a lot more computing power than available at the moment. By using

expert knowledge and the laws of perspective mapping it is possible to reduce the

data rate to an acceptable degree which can be handled by today's microprocessors.

With these restrictions and the 4-D-world-model, developed and described in [2], a

landing approach controled by computer vision only is possible.

By applying HF-technology a secure flight guidance is possible today, independent of

weather. For navigation and landing approach seperate systems have been developed,

but these systems need ground installations and communication between airport and

airplane (ILS, HIS). For airports and planes supplied with the appropriate high per-

formance equipment the navigation problem is thus solved satisfactorily.

On the other hand, the capability of performing an autonomous landing approach may be

of advantage for smaller airports that do not possess an ILS and where the approach

may be difficult because of adjacent mountains. Here an autonomous system could help

to increase the safety of the approach by reducing the workload of the pilot.

A further application is the landing approach of small unmanned airplanes. So their

missions can be made much more flexible and adaptable to the actual situation because

the exchange of information with remotely piloted vehicles may be reduced drastically

with only a minor reduction in information exploitation for control determination,

then happening autonomously on board.

Problem statement

The following assumptions were made to realize the simulation of a completely autono-

mous landing approach by computer vision: the airplane is about 3 km distant from the

runway and should have not more than 300 m altitude above ground. The deviation from

the course is assumed to be small enough, that it can be controled by using the li-

nearised equations of motion. Aerodynamic velocity is the only value measured conven-

tionally; all the other state variables should be determined by computer vision.

Based on these assumptions a landing approach shall be performed.

The landing approach has been chosen as an entry problem for aircraft control through

computer vision, because the image processing is relativly simple, but the control
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task is rather pretentuous: with the operation of the four control variables a preci-
sion manoeuver has to be carried out in all six degrees of freedom.

A business jet aircraft was selected for the simulation, because all its technical
data were available. The approach speed amounted from 70 to 60 m/s and flaps and
spoilers were used too.

Simulation loop

Fig. 1 shows the simulation loop used for the experiments. A 32-bit'minicomputer (PE)

simulates the dynamics of the aircraft. This is done by integrating the 12 nonlinear
equations of motion every 50 msec. The three angles are then transferred to a three-

axis rotational motion simulator (DBS) on which a camera platform is mounted. This

platform can hold two cameras (one with a tele the other with a wide-angle lens). The

viewing direction can be rotated in azimut and elevation. Thus, the cameras are able

to fixate a certain point in the image.

The other result of the integration, the position of the plane according to the run-

way is sent to a 3-D graphics system for fast computer generated images. The view of

the runway is now projected to a cylindrical screen with a radius of 2.5 m, from

where the cameras can pick up the picture.

The cameras are connected to the BVV [3], the real-time image sequence processing

system, where the entire state estimation and calculation of the control parameters

is done.

SGI Iris 4D 70 GT

Image Generation

(10 Hz)

F Projection

Proecorscreen

translational
results

Bsv 2 

feature tracking
state estimation
computation of \

control
parameters

gaze direction

55 3252 rotational 3-Axes-motion

Simulation of
aircraft dynamics results simulator

Fig. 1: Simulation loop for automatic aircraft landing approach through computer
vision

Architecture of the real-time vision system

Fig. 2 shows the system architecture of the real-time vision system BVV. The video

signal is digitized and fed to a video bus. Special interface hardware [3] allows n

parallel microprocessors to have independent access to these signals. Each of them

may accept picture elements (pel) belonging to a rectangularly shaped subimage,

called window, containing up to 4 kpel, not necessarily densely distributed over the

image. The position of the windows is software controlled from frame to frame, thus

allowing a supervised feature tracking. Each microprocessor is initially assigned a

feature by the main processor, for example the horizon or the borders of the runway.
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The measured feature positions are reported to the main processor via the "system
processor" which does all communication handling in the system.

The BVV image sequence processing system used has three Intel 8086 parallel proces-
sors (PP) evaluating three contour elements each in every video cycle of 16 2/3 msec;
the main processor (general purpose processor GPP) consists of a 80386 32-bit single
board computer. The interpretation and motion control activity runs at 100 msec cycle

time (6 video cycles). The activity on the PP-level is directed by the main processor
during runtime; this includes repositioning the window, changing search direction or
a switch in feature tracking ( see a) and b) in fig. 2).

Video- Sn

aircraft in
landing b)

approach _,

Videobus Mai
r conetrJ mpi

processor 1 processor 2 "  processorn ECBs

BVV Systembus processor

Fig. 2: Image sequence processing architecture (BVV 2)

Dynamic models

The motion of an airplane in all three translational and rotational degrees of free-
dom can be represented by a twelfth order system of difference equations, which after
linearisation around an assumed working point is approximated by two loosely coupled
sixth order systems: the longitudinal and the lateral motions.

These two dynamical models are selected to reconstruct the state vector by estimation
in an optimal manner through Kalman Filter [4]. With this technique it is possible to
measure only a few output variables and to estimate the whole state vector in a nu-
merically efficient recursive manner. In addition the method has the advantage that
it allows the rate quantities (temporal derivatives) to be obtained by the smoothing

numerical operation of integration.

In this approach [5] the chosen longitudinal state vector has the components: speed
in direction x and z: u and w, pitch rate q, pitch angle 0, altitude H above ground
and distance to the runway base line x; the controls are the elevator angle 9 and the
thrust level 6:

% zl-[u w q 0 H x ]; u-[ q 6 IT (1)
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The lateral motion has the components speed in direction y: v, roll rate p, yaw rate
r, bank angle 0, heading angle * and lateral offset y, the last two relative to the
vertical reference plane containing the runway center line; the controls are the ai-

leron angle f, and the rudder angle :

S- [ v p r * y-jT; u 5 _[ IIT (2)

The two state vectors are estimated by two instationary Kalman Filters of sixth or-
der. The bulk of the measurement values are abtained solely by vision, applying the
laws of perspective mapping. Velocity V is the only value measured conventionally.
Thus, a discrete dynamical model of the form

x[(k+l)T] - A x(kT) + B u(kT) + w(kT) (3)

can be obtained, where T is the sampling time of 100 msec, and the vector w is addi-
tive process noise.

Perspective mapping

As mentioned above, all optical measurements are done according to the laws of per-
spective projection. The runway is assumed to be rectangular with known length L and
a breadth B at a heigth H - 0. Fig 3 illustrates the different transformations that
are needed to map a point on the runway into a point in the image plane of the camera
[6]: first a point P (xL, YL' ZL) in the plane of the runway is transformed by trans-

lation TS into the geodetical coordinate system (xg, y , z ), at the center of gravi-

ty of the airplane

Sg - TS L  (4)

Then this point is mapped into the system fixed with the airplane (xf, yf, zf), by

performing a rotation % with the angles *, 0, t.

af- KSg (5)

The camera is mounted on a platform, which has the distance . . 1y, I z from the cen-

ter of gravity, so this point is mapped into x', yi, zi by performing a translation

TK

'- TKa f (6)

The platform is able to rotate with the angle 0k around the outer yaw axis and the

angle 0k around the inner pitch axis, so xI, yi, zi is mapped into xc, Ycz zc by

rotation RK

ac - R Kai (7)

A final projection is done by mapping point P into the perspective plane of the came-
ra (x, y, z), including the parameters of the camera (focal distance, etc.) and fur-
ther scaling values of the simulation loop

a - P a (8)
c

The whole transformation of a point on the runway into a point in the perspective
plane of the camera is obtained by multiplying the five matrizes:
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x x L

y RKTKRSTS YL (9)

z zL

The image coordinates y z represent one set of measurement values for the point P to
feed the Kalman Filter. Several measurement points are needed to yield a stable beha-

vior for the relative state estimation process.

SX
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f

Yf f 1 k

it Oky L- P (, y, z)

YC - -- f,

Y~ 
y

X 
X L  

runway

IZ,

Fig. 3: Coordinate systems for deriving the imaging equations

State feedback control

The nominal trajectory shape in the vertical reference plane for autonomous visual
landing, as selected in [5], is given in tig. 4. At point A, a transition into a sta-
tionary descent is initiated by reducing the lift by a constant amount such that the

resulting stationary glide slope intersects the runway baseline point E. At the flare
initiation altitude HD# an exponential vertical deceleration is started. When flying

over the runway base line the thrust is reduced to minimum, and the elevator is set
to maximum. That leads to touchdown with a vanishingly small vertical velocity.

This schedule is precomputed in the initialization phase so that the state variables
of the desired trajectory are available for every step in the landing approach and

can be compared with the state variables estimated by the Kalman Filter every 100

masec. The differences of this comparison are the input to the controler.

Three feedback loops are used for compensatory control (fig. 5). Both the longitudi-

nal and lateral controlers have been designed by Riccati-methods, the latter one be-
ing a pure regulator. For the longitudinal motion a digital integrator forces the
static errors in altitude and velocity to zero.

The controlers have been designed with the following goals: show a good dynamical
behavior of the airplane in the whole range of the approach, but do not cause exces-

sive amplitudes of the control elements. The behavior achieved has been proven in the
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simulation loop with the complete nonlinear equations. Iterations by varying the

weighting matrices of the Riccati-design have been performed. Stationary gain factors

turned out to be sufficient for the landing approach.

transition

iinto stationary descent

1statiaonatry
descent

R @fare/2 HO
I I I H LO

i I I center line X
XLA/ XLS XLC XLD XLL

Fig. 4: Vertizel trajectory profile, from [5]
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Fi. 5: Block diagram for model based feedback control, from [5]
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Results

As described above, the system has been tested in a fixed base real-time simulation
loop with computer generated calligraphic image sequences at 10 Hz update rate. Fig.
6 shows several snapshots as seen from the TV-camera in the loop. The digitally eva-

luated image areas, in which one PP determines the position of three linearly exten-
ded intensity transitions by correlating shifted and rotated templates in each case,
are brightened for visual monitoring by the human operator.

Fig. 6a (upper left) taken at a range of about 1400 m and an altitude of about 100 m
shows one window on the horizon line for roll and pitch determination and one window
each on the lateral borderlines of the runway. Initially the borderlines are tracked

horizontally until they appear under an angle of about 450 (slope 1, fig 6, 2c); for
smaller slopes in the final approach phase they are tracked vertically.

1 2 3

a)

b)

C)

Fig. 6: Snapshots for autonomous landing approach in the simulation loop from [5]

When the baseline appears large enough, the third window is repositioned from the

horizon line onto the baseline (fig 6, lb) in order to accurately estimate the dis-
tance to the runway threshold (top in fig 5). Shortly before the baseline leaves the
image due to the close approach, the third window is shifted to the horizon again
(fig 6, 2c). At large distances and altitudes the runway borderlines appear close to
vertical in the image. During approach these angles become smaller and smaller. Due
to the elevation of the camera above the ground when the landing gear touches the
runway, there is a limit angle which can be reached (fig 6, 3c).

Figure 7 shows the improving results of range estimation as the aircraft approaches
the runway improving the optical measurement conditions. After the runway threshold
has disappeared, longitudinal distances can only be determined from velocity integra-

tion over time until the end of the runway becomes clearly visible.



24-8

U)

F, opt

al
o FI F ' p

horizontal x
distance F,ist
IX1 in m o.

,-,,

"-ioooo -900.0 -6OO.0 -700.0 -600.0 -Soo.o -400.0 -300.0

horizontal distance xF in m

Fig. 7: Range determination, as a function of range, from [5]

Figure 8 shows histories of some state variables plotted over the distance to the
runway threshold xF (for almost constant speed this roughly corresponds to time his-

tories). The subimages always show the value as determined in the simulation computer
(index "ist"), the noise corrupted optical pseudo-measurement (index "opt") and the
estimated value (shown with ^). It is seen that the estimates, on the one hand, are
in good agreement with the true values "ist" and, on the other hand, are well smoo-
thed as compared to the direct pseudo-measurements "opt".

Test runs with perturbations (both off-nominal initial conditions and wind-gusts)
have shown that the vision based autonomous landing approach controler as developed
is well able to cope with small disturbances.
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Fig. 8: Simulation results of some state histories against runway coordinates: a)
altitude H in m; b) lateral offset yF in m; c) roll angle 0 in degrees; d)

heading angle # in degrees; from (5]
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Conclusions

By combining the dynamical models of modern control theory, shape representations of

objects, their relative spatial orientation and the laws of perspective projection as
part of the measurement model, a numerically efficient recursive scheme for real-time
image sequence processing has been obtained [1]. Its performance capability has been
demonstrated at a task as complex as the fully autonomous final landing approach of
an aircraft in six degrees of freedom in a real time hardware-in-the-loop simulation
[5) with moderate computer processing power. Improvements are being implemented pre-
sently for achieving more robust performance under more severe perturbations.
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SUMMARY

Using the satellite based Global Positioning System (GPS) for precision flight guidance, accuracy problems
arise due to the influence of dynamic manouvers on GPS receivers. The error behaviour In stationary as
well as in dynamic applications is explained. From the error behaviour a system concept of an Integrated
Flight Guidance System is derived. Different concepts of system integration are explained. The results
of a closed loop mechanization of a Kalman Filter coupling GPS and INS implemented in the Integrated
Flight Guidance System were checked by simulation and flight test results in approach and landings up to
CAT 1I.

List of Symbols

ILS Instrument Landing System LOC ILS Localizer
14LS Micro Wave Landing System GP ILS Glide Path Equipment
GPS Global Positioning System INS Inertial Navigation System
AHRS Attitude Heading Reference System ECL Extended Center Line
x,y,z North, East, Vertical Position Y1 Nominal Flight path angle
(qxh) Position (Lattitude, Longitude, Height) v Inertial Velocity
(00) Attitude angles (bank, pitch, azimuth) a accelerations (body fixed)

_ Coordinate axes misalignement
Ri Range Satellitei- User Antenna

1. INTRODUCTION

Today Global Positioning System (GPS), a satellite navigation system, is available as a new position
finding aid. It seems to be possible, from a technical point of view, to realize landings under bad
weather conditions by using GPS as an "Instrument Landing Aid". The advantage in performing landings even
in bad weather conditions, without the help of any ground instrument located at the airfield is
fascinating. That is the reason for a discussion whether the Microwave Landing System (MLS) will be out
of date before It is generally installed or whether GPS can be used instead of MLS. If the total
configuration of the satellite based worldwide available position finding system GPS is installed, it now
appears possible, that a guidance of an aircraft from any terminal A to a terminal B including:

- runway - take off
- cruise - approach
- and landing

guidance could be achieved by one Integrated Flight Guidance System as it is presented in this paper. In
developing an Integrated Guidance System for landings, the following two aspects:

- the accuracy
- the dynamic error behaviour

of the complete system must be tolerable for a flight guidance system.

2. Accuracy Requirements

The accuracy and performance requirements for the ground instruments of Instrument Landing Systems have
been defined by the ICAO in Annex 10 /1/. The requirements are variated for the horizontal and vertical
guidance instruments. For each, a maximum bias value has been defined. That is, an angular shift of the
mean nominal path and a maximum beam bend, which is mainly due to multipath. (The following values are
calculated for a standard runway with a 3 degree glide path and ISOOm/3O0Om runway length for CAT If /
Il.)

ILS-Ground equipment of Cat II / Ilia (fig. 1)
(visibility horizontal 40O / 200m

vertical 30m / Dmw)

has to fulfill the following values:
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CAT II Ill
Offset / Bend Offset / Bend

horizontal 4.5m 4.1m 3.0m 2.4m
vertical 1.2m 0.5. 0.6m 0.5.

The requirements for the guide beam characteristic are set so that the deviation of the aircraft due to
ground instrument are less than (fig 2):

CAT II Il

horizontal 5.0m 5.0m
vertical 1.2m 1.2m

Additionally, the roll and pitch attitude should not deviate more than 2 degrees from the reference values
at the threshhold due to course bends. For CAT III the signal quality has to be good enough to provide
automatic flight.

As we have no requirements available for military aircrafts, the ICAO accuracy values may be applicablp to
this system to. If the Integrated Flight Guidance System should be applied in a commercial airplani ar
landings, it must satisfy the requirements of the ICAD depending on the weather conditions.

Although GPS in the presented system is just one of many different sensors it is this sensor, that is
responsible for stationary accuracy. Therefore, the error characteristic of a high precision 5 channel
GPS C/A code receiver in stationary as well as in dynamic flight tests have been analyzed. Specially
flight tests are important in order to check the error behaviour in normal application conditions. From
these tests the necessary information for an accurate system integration can be obtained.

3. Error characteristics of the Global Positioning System

For a high precision landing approach guidance the following errors will be recognizably disturbing.

- the measured GPS-position has an offset against the real position (Fig. 3).

- the measured GPS-position changes, even when there is no aircraft movement, due to the movement of
the satellites (change of constellation, GDOP, selective availability) (Fig. 3).

- each measurement has a noise, of which the amplitude is receiver dependent; an oscillation is

heterodyned (Fig. 3).

- when the selected satellite constellation is changed due to the rising of a new satellite, the
position measurements react nearly like a step function with an amplitude of several meters (errors
in the order of 8 m have been measured) (Fig. 3)

This error behaviour in stationary applications can be modelled in the following way:

Offset 15 m
Drift 0.1 m/min

two oscilations with

Amplitude Al 0.2 m Period Ti 16 s
Amplitude A2 0.6 m Period T2 250 s.

- depending on the receiver type there will be dynamic errors, which occure in flight phases with
longitudinal accelerations as well as in phases with leteral accelerations. The reasons for the
dynamic errors are:

- the influence of acceleration on the receiver clock (crystal oscillator).

- the influence of changes in the measurement signals to the code tracking loop (delay lock loop)
and the phase lock loop.

- receiver integrated software and filtertechnique using low pass filters to reduce noise (fig. 4).

- time lack due to signal processing; when the antenna is at time t1 at position xl the receiver

need in the order of 0.4s untill the position measurement is physically available at the output.

- flying a turn with a bank angle greater than the elevation of a satellite, a masking of the antenna
may be produced for two reasons:

- the hemispherical antenna is focused in such a direction where the locked satellites are
undetectable.

- parts of the aircraft (e.g. wing or body) move into the line of sight satellite - user antenna.
In the most successful cases this effect produces an error of only several meters (about in the
same order when changing the constellation) or at the worst case a total loss of GPS position
information (fig. 5 point A).
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Because the reaction of the chrystal oscilator, the reaction of the loops and the integrated filters
differ with the receiver type, the parameters of the error model will also differ for each receiver type.
However, there is one effect of the masking which each GPS receiver is exposed to. GPS receivers differ
ohly in the time they need to relock and in the accuracy of the first position measurement after the
shadowing. In different receiver performances, the time to lock on range from ca. 15 s up to several
minutes. The error of the first measurments after lock on again can be in the order of hundred meters.
For ,a high precision flight guidance for a landing phase in CAT II conditions, none of these errors can be
accepted. Summed all errors they must be at least less than 5m in the horizontal and 1.2m in the
vertical. This can be achieved by system integration as it has been done in the Integrated Flight
Guidance System developed at the Institute of Flight Guidance and Control of the Technical University of
Braunschweig.

4. Systemconcept

As generally known, the offset and the time dependency of the offset can be extensively eliminated by
using Differential GPS - Technique (fig 6)/5/. Receiving the satellite signals at the ground station, the
position of each satellite is known. As the position of the ground antenna is known, the range from the
ground to each satellite can be calculated. By comparing the computed range with the measured range the
actual system error can by determined. Transmitting this error to the aircraft, the error can be
corrected in the onboard position finding computation. This technique can reduce the position error up to
the receiver residuals which are in the order of a meter or a centimeter depending on the receiver type.
However using this correction measures, the dynamic error characteristic is not improved.

The stationary tests, as well as the flight test, have proved to be excellently accurate in the long term,
however, a lack of accuracy in dynamic manouvers has been detected. Therefore, and at least for security
reasons during a landing approach but also for accuracy and for improvement of the dynamic behaviour of
the system, it is necessary to generate additional position information without using GPS.

In dynamic manouvers the aircraft position, groundspeed, attitude and acceleration can be measured /
calculated by using an inertial measurement unit (IMU). IMUs have a good short term accuracy, however, in
the long term they have recognizable drifts. The long term accuracy is dependent to the gyro drift which
determines the coordinate axes misalignment /7/. Obviously a system concept which utilizes the good long
term accuracy of the GPS and the good short term accuracy of an IMU would produce a good overall accuracy.

This concept is realized in the "Integrated Flight Guidance System" (fig 7), which has been developed and
also succesfully tested at the Institute during several tests. Investigations using a complete simulation
of strapdown sensor systems as well as a simulation of the GPS system have been carried out. In this
investigations differend integration concepts have been tested. Additionally the Integrated Fligth

Guidance System has been checked by flight tests. In these flight tests, several landings up to CAT II
accuracy have been performed using the institute's fligth test and research aircraft a DORNIER D0128.

The developed Integrated Flight Guidance System is in the base concept composed of two parts:

- a position finding system and

- a guidance generator.

The position finding system computes the aircrafts position using Differential GPS, as well as, available
sensor information currently being used in aircrafts.

To improve the dynamic characteristic of the entire system and to get sufficient information about the
flight path during a breakdown of satellite information, the integrated flight guidance system is coupled
with Kalman filter technique with inertial sensors - gyros and accelerometers. Radio or baro altitude
sensors are used for the vertical guidance aditionally to GPS. Although the best estimation of position
is calculated using this technique, no pilot is able to follow a nominal flight path using only a position
information in latitude, longitude and height. It is necessary to convey the position information to the
pilot in a way he is used to. Therefore, one must calculate a nominal flight path consisting of standard
rate turns and linear parts using known coordinates of the target place (airport threshold, paratrooper
drop point, tanker airplane, rendevous point,...). Calculating the nominal flight path from the precisely
known actual position, the substantial advantage is programmed not to fly an intercept manouver.

Flight guidance data are calculated from the information of the actual position, the deviation, and the
attitude relative to the nominal flight path. With this method the pilot receives information on how to
stay on the nominal flight path, which may be curved horizontally or vertically and how to rereach it if
he deviates from it. For the indication during the flight test an I1S cross deviation indicator or a
flight director can be used. A coupling to an autopilot for automatic flight and landing is actually
flight tested In the Institute.

5. GPS / INS System Integration

Combining GPS and INS, different depths of integration can be realized. The integration and the Kalman
filter mechanization is dependent on

- the tasks of the integration,

- the accuracy limits,

- the robustnes,
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- the computer time capacity,

- the IMU sensor concept (platform / strapdown / ring laser gyro),

- the stand alone capacity of each subsystem in the emergency case of system failure

For this tasks the basic concepts for system integration can be devided into the following topics:

- open loop GPS aided INS (fig. 8)

- closed loop GPS aided INS (fig. 9)

- fully integrated INS / GPS (fig. 10).

In an open loop or closed loop GPS aided INS mechanization, both systems are operating autonomously.
Whereas both systems compute their own position estimation, this integration concept is relatively robust.
If one of both systems or the Kalman filter fails, a position is still attainable. The Kalman filter
estimates the elements of the state vector by using realistic error modells, from the dynamic of the
measurement signal. The position, velocity, attitude and sensor errors of first order must be modelled in
this state vector.

The open loop implementation can be used for platform systems. The advantage of the open loop
implementation is, that in case of inacurate measurements Just the Kalman filter is influenced, however,
not the inertial system calculations itself.

As the sensors of the platform system are seperated from the body of the aircraft by gimballs, they are
operating normally at their reference point zero. The attitude angles are measured by the angles of the
gimballs. The Kalman filter can run external to the INS. In the filter the errors of the inertial system
have to be modelled, in addition the sensors errors have to be regarded /8/.

In contrary to platform systems, sensors of strapdown systems are not uncouplled from the aircraft body.
They are operating in a dynamically more disturbed environment as there are vibrations, angular
accelerations, angular oscilations which result in an additional negativ influence to the system
performance. In addition sensors are not operating at a reference point zero /9/. Therefore the errors
of the system will increase very rapidly and problems of numerical inaccuracy in an open loop Kalman
filter may soon increase. Therefore it is advantageous to loop back the estimated sensor errors to the
strapdown calculations to compensate for the sensors errors. Consequently, the erros of the INS will be
kept low and linear error models can be used. However this system implementation can be unstable.

The system integration of best accuracy will be of course the total integration of both systems. As the
Kalman filter theory asks for uncorrelated measurements, it is optimal from the estimation theory to use
the raw measurements of the GPS as there are:

- the range measurements to at least four satellites,

- the ephemerides to calculate the Keppler laws for computation of the satellite positions,

- the parameters to correct for the lono- and Troposphere errors,

and to estimate the receiver clock errors (time offset and frequency) as a part of the filter model. The
measurement equations are more complex. This implementation needs much more computation time.
Additionally this concept is more sensitive to system failures. In the case of a malfunction of the
Kalman filter or of the INS, the navigation capability would be totally lost. As the raw measurements of
the GPS (range and ephemerides) are necessary, no standard GPS receiver providing normally just position
outputs can be used.

As in the Integrated Flight Guidance System, strapdown sensors are used, because the system has to be
robust and because compatibility to different GPS receivers and strapdown sensors of different accuracy
classes should be achieved, the closed loop GPS/INS integration has been used in this system.

The described concept of the Integrated Flight Guidance System has been already thoroughly investigated in
numerous flight test in which landings have been performed using a procedure similiar to the ILS. Here
the sensor system and also the procedure shouldn-t be changed. Therefore the pilot finds a system
reaction which is similiar to the ILS.

6. Flight-Test Results

Figure 11 shows the ground track of the same flight as that shown in figure 5. The GPS-position and the
position output of the position-finding part of the "Integrated Navigation System for Aircraft" are shown
here. Based on the sensor errors, which are determined by the system, the position-finding part is able
to determine the flight curves at point A faultlessly. The position output during the remaining phase, -
the landing approach and landing, can be determined reliably by the locations part of the "Integrated
Flight Guidance System".

Even with a breakdown of the GPS signals, the filter algorithmns still give the position, speed and Euler
angle with a high precision for a limited time. A decisive prerequisite for that is a realistic
mathematical model of the dynamic error characteristics of the inertial systems.
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The result of the command value generator is plotted In figure 12 and 13 relative to the touch down point.
The vertical and horizontal deviation from a nominal glide path are given to the crosspointer indicator,
and an indication is generated, which the pilots are alredy accustomed to from previous ILS approaches.
The vertical deviation grows up to go degree when the pilot leaves the nominal glide path and is passing
the nominal touch down point in a minimum height, as it previously happend during the flight test.

Which overall position accuracy can be achieved using the "Integrated Flight Guidance System"? In figure
14 the ground track of two take-offs, two landings and one back track are plotted in meters relative to
the take-off position. During these aircraft movements, the pilot tried to fly so as to roll with little
deviation from the centerline as possible. It can be recognized from the plots, that the ground tracks
deviate from each other less than 1.3 m. This deviation is so small, that one cannot determine - without
using a highly precise flight path tracking system - if the 1.3 m is the position accuracy of the
Integrated Flight Guidance System or if the aircraft really deviated im from the centerline which is
possible during landings.

The vertical accuracy had been checked by using a laser range finder, which measured the distance from the
aircraft to the ground. After transformation from the body fixed into the navigation coordinate system,
and comparing the laser height with the height of the Integrated Flight Guidance System, the profile of
the terrain is computed including the measurement errors of the laser and the integrated system.
Comparing this terrain profile with a topographic geodetic map, an accuracy of less than +/- O.8m could be
verified for discrete points (fig 15).

7. Summary

The flight tests, which have been made with the "Integrated Flight Guidance System", developed at the
Institute for Flight Guidance and Control of the Technical University of Braunschweig have shown good
results by combining two sensor systems with different, time dependent, signal qualities: the inertial
sensors, with their excellent short-term characteristics; and the GPS with excellent long-term
characteristics. With the Kalman filter technique it is possible, even in high dynamic flight phases, to
determine a position of high precision and reliability. The position determined is better, than the
precision of each system standing alone. While in real- time application the vertical accuracy of the
"Integrated Fligth Guidance System" is sufficient for CAT II landings the horizontal accuracy seems to
fulfill the demands of the ICAO for CAT III. In offline applications of the position finding part of the
"Integrated Flight Guidance System" accuracies in the order of 10cm can be achieved, by using special
differential techniques (double differential).

It is possible to use the presented system In all high precision navigation applications. By using this

system an accuracy can be reached which is similiar to the accuracy which is necessary for airborne
cartography. Up to now this quality has been possible only by airborne photography, however by a using

much more time to interpret the air photographs. For an application of this system for terrain profiling
(e.g. TERCOM) the reference for computing digital maps can be reached in nearly real time.
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SUMMARY

The technical goals, issues, and status of the GPS-based Guidance Package or
GGP effort within the Aerospace and Strategic Technology Office of DARPA are
presented. The GGP exploits the synergisms achieved by combining inertially sensed
(IMU) movement with externally sensed GPS reference signals. The goal is to produce
a combined GPS/IMU navigation grade system which will be miniaturized for easy
insertion to any host vehicle and inexpensive for use by expendable vehicles
(weapons and platforms). Efforts already under way within the DoD community based
on integrating conventional navigation technologies result in systems on the order
of 65 lbs, 160 watts, 1800 cu.in., and $65 K per unit. The GGF effort aims to match
the navigation performance of the conventional technologies but fit within an
envelope of 10 lbs, 20 watts, 120 cu.in., and $15 K per unit. The GGP builds upon
the integrated circuit technology from the preexisting DARPA mini GPS receiver (MGR)
program combined with the following: (a) solid state linear accelerometers and
fiber optic rotation rate sensors (gyros) for three axes inertial sensing, and (b) a
data processor and associated software to implement a Kalman filter to integrate the
sensor outputs and provide the navigation solution as well as any filtered velocity,
acceleration, and orientation data needed by the host vehicle. Major cost reduction
breakthroughs are offered by FOG sensors which employ integrated optic chips for
light wave processing along with the polarization preserving fiber optic rotation
sensing coil and laser diode optical source. GGP host vehicle insertion is also
facilitated by its packing/customizing achieved through modularity of MGR, IMU, and
navigation microprocessor subsystems. Modularity is achieved with standardization
of (1) the Kalman filter architecture in the navigation processor and (2) data
transfer points (ports) interfacing the MGR and IMU sensors to the navigation
processor. Technical detail is provided on the following topics: functional
architecture, technology, and status of the MGR chip set; desired performance,
approach, status, and technology issues for a FOG sensor, and system level
integiation and performance issues.

INTRODUCTION

This paper reviews the technical goals, issues, and status of the navigation
technology efforts within the Aerospace and Strategic Technology Office of DARPA.
The primary objective of the DARPA/ASTO navigation effort, known as the GPS Guidance
Package, or GGP, is to exploit the synergisms1 achieved by combining inertially
sensed (IMU) body movement with externally sensed radio reference signals from

1The IMU drift coefficients can be calibrated through an extended
"initialization" provided by GPS sensing while GPS receiver tracking during high
dynamic maneuvers can be aided by the IMU. Additionally, the IMU provides
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multiple satellites comprising the Global Positioning System (GPS). The DARPA goal
is to produce a combined GPS/IMU system, the GGP, which will be miniaturized for
easy (if not trivial) insertion to almost any host vehicle and inexpensive for use
even by expendable vehicles (weapons and platforms).

Several efforts are already under way within the DOD community based on
integrating conventional navigation technologies employing tuned rotor gyros and
analog GPS receivers. To date, these configurations result in somewhat bulky
systems on the order of 65 lbs, 160 watts, 1800 cu.in., and $615 K per unit. These
require sizable host vehicles and at best are only infrequently expendable.

The DARPA GGP effort aims to match the navigation performance of the
conventional technologies but fit within an envelope of 10 lbs, 20 watts, 120
cu.in., and $15 K per unit. To succeed, the GGP must maximally utilize solid state
(like) devices, fabrication, and assembly methods, i.e., minimize labor input.
Consequently, the GGP builds upon the integrated circuit technology base developed
from the preexisting DARPA mini GPS receiver (MGR) program sometimes referred to as
"Virginia Slims" for its packaging resemblance to a product of the same name [1].

To an MGR-type GPS sensor (hereinafter referred to as an MGR) must be added the
following: (a) solid state linear accelerrometers and rotation rate sensors (gyros)
for three axes to provide inertial sensing, and (b) a data processor and associated
software to implement a Kalman filter to integrate the sensor outputs and provide
the navigation solution as well as any filtered velocity, acceleration, and
orientation data needed by the host vehicle. The MGR and "solid state" IMU may each
have its own embedded processor chip dedicated to running the necessary real time,
lower level, sensor signal processing. The subsystem structure is shown in Fig. 1.

OMMIANTENNA I
A GPS'SENSOR" 

IMU*SENSOR

CHANNEL1 GYROS

G CHANNEL 2MU I*S
CHANNEL 2

CHANNEL ACCELEROMETERS PILATOR I

CHANNEL 5 +
IALIGN SNSR

CARRIER N , , IG
I CODE 1

I AIDING mV I I
FLIGHT CONTROL F

IMISSION CONTROL FSN
SYSTEM INTERGRATION,

GUIDANCE SOLUTION
MICRO PROCESSOR IO

IGGP CORE PACKAGE I

Fig. I- Low-Cost GPS Guidance Package

As there are several silicon accelerometer (SiAccel) efforts already under way
upon which the GGP can draw, the primary GGP technology push is on developing a
solid state like rotation sensor (gyro) for the IMU. A review of the gyro
technology base indicates use selections of a rotation sensor based on the Sagnac
effect; either the Ring Laser Gyro (RLG) or the Fiber Optic Gyro (FOG). Of the two
technologies, the RLG is by far the more mature, e.g., RLGs which have very high
performance are now going into production. However, the prospects for meeting the
low cost goals for the GGP using high performance RLGs do not look promising.

navigation during periods of GPS signal loss; remember four separate satellite
signals are required to navigate with GPS alone. Moreover, mutually combining GPS
with inertial sensing allows slower GPS receiver sequencing amongst the satellites
even in high dynamics. This then provides fault tolerance amongst receiver
channels.
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There are major cost reduction breakthroughs offered by FOG sensors which
employ integrated optic chips for light wave processing along with the fiber optic
rotation sensing coil and laser diode source. The objective is to provide FOG
peformance levels comparable to RLGs. Consistent with DARPA's acceptance of
technology risk in order to induce jump advances in technology, the FOG rotation
sensor was selected for GGP development. The integration of a GPS receiver with an
RLG-based IMU is a lower risk approach which is likely to be pursued elsewhere in
the DoD community.

Insertion of the GGP to host vehicles is facilitated through its very small
size (to minimize host burden) and flexible packaging/customizing achieved through
modularity of MGR, IMU, and navigation microprocessor subsystems. The modularity
with interface control between the data processor and sensor subsystems will allow
swapouts of either MGR or IMU sensors without redesigning the whole system. The
modularity is facilitated through standardization of (1) the Kalman filter
architecture in the navigation processor and (2) data transfer points (ports)
interfacing the MGR and IMU sensors to the navigation processor. This will allow
flexible choices in the selected number of MGR processing channels (e.g., two-
channel sequencing MGR for low dynamics vice six-channel parallel WqR for high
dynamics) and easy IMU upgrades with improving FOG sensors.

This paper is organized as fO!.ows: Section II outlines functional
architecture, technology, and status of the MGR chip set; Section III discusses the
desired performance, approach, status, and technology issues for a FOG sensor, and
Section IV discusses system level integration and performance issues.

MINI GPS RECEIVER MGR

The following section reviews the specific Rockwell Collins MGR technology of
reference 1 as an example only of the MGR needs, capabilities, and issues for a GGP.
A DARPA GGP will employ a similar MGR technology but need not be identical with that
described here.

The physical MGR chip partitioning developed in reference 1 is shown in Fig. 2.
A sumary of the technical parameters for each chip with their respective power
consumption is shown in Table 1. The performance requirements for the MGR are
exactly the same for conventional GPS receivers as specified in SS-US-200 [2].
(Sunuary shown in Table 2] Referring to Fig. 2, the three key new chips developed
(out of five) in order of their technical difficulty are as follows:

o GaAs RF/IF/AD Receiver Front End

o CHOS Hi-Speed Digital Signal Processor (VHISC Technology)

o Silicon Bipolar Synthesizer

PROEl .:- AAM

2GA c

Fig. 2-eneic MGRArchitecture
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Table 1

CHIP SET SUMMARY

Device DOuneWons Implementabon Power
CNP Type Count (Inches) Technology (mW)

RF/IF traslator 300-400 0.200 x 0.240 GaAs 1700
Signal processor 20,000 0.185 x 0.220 1.25 micron bulk 90

COMS
Multitfunction 29,000 0.370 x 0.370 1.6 micron bulk 20
Interface CMOS

Micro processor 60,000 0.214 x 0.261 2 micron bulk 80
CMOS

Frequency 600-700 0.250 x 0.250 btploar sicon 500
synthezer

Table 2

USER EQUIPMENT REAC AND TTFF TIME REQUIREMENTS

UNCERTAINTY
REAC 1 (MIN) TIFF 1 (MIN)

POSITION VELOCITY TIME MAX. ACCEL. MAX. JERK
REAC 2 (MIN) 1-FF 2 (MIN) (KM) (M/SEC) (SEC) (M/SEC

2
) (M/SEC

3
)

LOW 10.5 5.5
DYNAMIC 100 (3a) 25 (3o) 20 (1x) 6 20

SET NOT REQUIRED NOT REQUIRED

MEDIUM 9.0 4.0
DYNAMIC 100 (3a) 75(3c) 20 (lx) 10 20

SET NOT REQUIRED NOT REQUIRED I__II__

HIGH 7.0 2.0 100 (3a) 150 (3a) 20 (le) 10 100
DYNAMIC

SET 6.5 1.5" 10(3c) NEGUGIBLE 10 (l) NEGLIGIBLE NEGLIGIBLE
(u SEC)

NOTE: The probet of success m achMethg the stated REAC ad TTFF timtsae exceed 0.9. These REAC and TTFF require-
ments we alpecabie over the -40*C to +55"C temperature ra'ge.

"TTFF 2 c o be reduced to 0.5 mntutes if po 0 and time wce t ae ao nflagIW.

The advanced data processor, control chip--AAMP--was developed by Rockwell Collins
to reduce power consumption in the conventional technology manpack GPS receiver
while the multifunction interface or glue chip was produced with a straightforward
(silicon) foundry. The AAMP is an embedded MGR data processor and will not be used
for MGR/IMU sensor integration and control. A summary description of these chips is
given in tables 3 and 4.

Modularity needs for multiple GPS signal tracking (2 to 6 channels) are
determined by the host vehicle dynamics and fault tolerance requirements. Multiple
channel modularity is obtained through the MGR chip partitioning chosen with a
matching software structure provided. Each GaAs MMIC chip processes either one of
the two possible L-band frequencies (Ll/L2) identically radiated by all GPS
satellites. Each digital signal processing chip fully processes one C/A and P-coded
transmission. Using mix and match the minimal configuration for low dynamics uses a
one MMIC two-si,al processor configuration with L1 and L2 and 4 P-codes
sequentially processed. The maximal configuration for a high dynamics set, which
simultaneously processes two frequencies and six channels, will use two GaAs MMIC
and six signal processor chips. The rest of the high dynamics set remains the same
as the two-channel set (synthesizer, MFI, AAMP) although the data processing
throughput requirements on the AAMP increase to where two AMMP chips may be
required.

The most unique chip technology challenge for the MGR has been the GaAs MMIC
chip whose layout is shown in Figs. 3 and 4. On this common die two unique suites
of circuits must be processed in the GaAs foundry. Specifically, a low noise (3 db
NF) high quality analog RF amplifier path with over 90 db of gain must be
accomplished along with gigabit digital FET gates to implement the necessary on-chip
frequency dividers and the analog-to-digital converter. Moreover, the digital FETs
employ balanced enhancement and depletion modes for ultra low power drain.

The GaAs foundry must find a compromise process to fabricate in common both the
analog and digital devices with adequate yield. An optimized "conventional" GaAs
foundry process for exclusively digital or analog transistors cannot be employed.
Moreover, more than 90 db of gain must be accomplished across only 0.2 in. without
any parasitic oscillations.

The GaAs MM4IC RF chip outputs fully digitized (2 bits/sample) both in-phase and
quadrature samples of the full 10 MHz IF bandwidth to the digital signal processor
CMOS chip shown in Fig. 5. On this custom CMOS chip, carrier frequency and PN-code
tracking along with C/A and P-code correlation is achieved in hardware. The signal
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processor chip outputs every 1 rn-sec both in-phase and quadrature code cross-
correlates (received signal with receiver stored reference) for the prompt, early,
and late correlation channels Used by the AAMP for data symbol detection and code
tracking.

Table 3

MGR SUMMARY: MMIC AND SIGNAL PROCESSOR CHIPS

CHIP FUNCTION
A GaAs MMIC that contains all RF, IF. Analog
mixing and signal quantizer functions -* en/fle p
along with some high speed digtal d&Ad- - On~-cihip RF overload limiter
era for the synthesizer. This chip pro- o Low nos amk
vIes nearl 100~dB of gain and has a . SPOT switch to oft-chip inage-rejection
noise fiurewder 3 dB. flfte

9 SPOT switch from oft-chip image-reection
fiter

e 1 st downconveralon mixer (dual-gate FET)
* 1 stIF stage and lowpss lter
* I stIF amplfer
* In-phase and quadrature 2nd downconver-

sion mixers
* 2nd IF stage with acti bend limilting fiter
a 2nd IF ampiler and AGC

S uffers to cklve oft-chip signal processor.

* L-Oand voitags-controlad oscillator
9 Buffer anMlfes-il st mixer
* On-hip d"gta dividers to syntheze

secondl IF I and Q knjctons
9 On-chi SPOT switch logic.

*A single digital signal processor chip that 9 Carrier phase rotation
demnodulates the OPS signal and providles * Cuarr VCO
I ma signa Integration to the data pro- 0 Code generation
cessor. The chip contains a&I code VCO 9 Code removal
end code genration functions. 9 Code VCO

- Signal Integration
* Built-in test
e Timing and bus Interface.

Table 4

MGR SUMMARY: SYNTHESIZER, MICROPROCESSOR, AND BLUE CHIPS

CHIP FUNCTION
" A freqluency synthesizer chip that incdudes * Frequency standard

the Intermediate speed d~Ivders and locks 9 Phase dletector
the VCO to a frequency starxdaud. An on- a LOOP filter
chip dual-mode oscillator or an external
oscillator can be used as the frequency
staniduii

" A singlechip advanced architecture ml- 0 Ral time executive
croprocessor (AAMP) tha contains on- * Application software Iitialzation
chip floting Point operaton and has sut- - Controll/cispley drvers
Wicent throughput to hendle all the pro- * NavIgation
cessirg fRw a two-chnnel GPS set e Receiver manager

* Recelve processing
0 Signal preprocssing
* Satelt database manager
* Saeliepsiin/90~t
* BuMt-n teat
* Utiiis.

* A singl muiifunction interface chip that 9 memory control
Inoporas al the functions reue for W 0Interrupt contr13
contrbg one- two- and flv.-chennei * Frequency/time generation
Gft set. It also contains the memnory * Serial Interface
and inteo.p controles, as weil as low * Bu"t-n test.
frequency setimi~ng funcione.
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The signal processor output data are supplied every millisecond to the AAMP
microprocessor where real time signal processing software further processes this 1
KHz data down to 50 Hz bandwidth (20 msec correlates) or less for GPS system data
detection as well as signal carrier and code tracking. The error null steering
conmands determined by AAMP tracking loop software modules are returned by the
carrier and code VCO steering control lines on the signal processor chip.

Examples of all the Rockwell Collins 2-channel MGR chips set are now
functioning in a navigating breadboard, including the GaAs MMIC chip. The challenge
of realizing low noise high RF gain (without oscillation) concurrent with gigabit
digital logic gate speed on a common MMIC has now been successfully demonstrated.

FIBER OPTIC GYRO

Two sets of performance goals for the IMU components of the GGP are shown in
Table 5. These values are based on improving the current generation of Fiber Optic
Gyros (FOG) and the availability of Silicon Accelerometers. The early time frame
performance in FOG is almost achievable now but with discrete fiber parts instead of
the desired integrated optics. The early DARPA goal is to incorporate integrated
optics and a modest improvement in current performance. The later goal is to match
navigation grade Ring Laser Gyro (RLG) performance.

Table 5

IMU PERFORMANCE GOALS

EARLY MIDTERM
DEMONSTRATION DEMONSTRATION

GYRO DRIFT BIAS 0.01 DEG/HR 0.003 DEG/HR

GYRO SCALE FACTOR 50 PPM 10 PPM

GYRO RW COEFFICIENT 0.005 DEG/vjH 0.0015 DEG/VrHR

ACCELEROMETER SCALE 50 5G2 10 #G@

ACCELEROMETER SCALE
FACTOR 100 PPM 50 PPM

ACCELEROMETER RW
COEFFICIENT 0.03 (MIS)/ VHi 0.03 (M/S)/V Hj'I

hSfrO 0- of WAvfY.
bMM PW MoIid per root haw.

Sagnac effect (3,4,51 based rotation rate sensors establish a pair of contra-
propagating beams of light in a planar light guide circuit having exquisite optical
symmetry (reciprocity) between the clockwise and counterclockwise propagation paths
around the light circuit. Mechanical rotation rate measurably upsets this symmetry
which can be photoelectronically detected and processed to provide a rotation rate
output. A broad characterization of Sagnac effect rotation rate sensors (RLG, IFOG,
RFOG) is shown in Fig. 6. The ring laser gyro (RLG) is now becoming commercially
available with a very high grade of inertial measurement quality. Although a major
improvement over mechanical gyro technology, it was judged to suffer the following
drawbacks with respect to the DARPA GGP goals:

(a) Not amenable to employing integrated optics

(b) Requires complex glass machining with very high quality corner mirrors

(c) High voltage discharge needed to excite laser

(d) Mechanical motion dither needed to break up measurement deadband caused by
common mode locking between contrapropagating beams

Of these drawbacks, the second item, (b), may through extensive development and
production experience reduce present costs by creating a large industrial robotic
glass machining base. Mechanical path dither, currently used, may be replaced by an
electro-optic dither technique. However, these evolutionary RLG tech base
improvements are deemed not commensurate with an early time frame, nor are they
expected to reduce the rotation sensor costs to the level expected of a successful
(albeit risky) fiber optic gyro, FOG, effort.
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From these considerations DARPA selected the FOG sensor approach to be
assembled with an integrated optics chip, using crystalline lithium niobate and
conceptually shown in Fig. 7 Initially, each rotation sensing axis will be composed
of its own sensing coil, 10 chip, diode light source, and photodetector. With 10
chip fabrication improvements, one chip can be shared by all axes. With increased
optical source intensity, one source (with one 10 chip) can be power-divided amongst
all axes.

~SENSING

* LASERIZATIO I

I DIOE IIPHOTO DETECTORS AND

FEEDBACK ELECTRONICS

•SAGNAC NULLING FEEDBACK ARCHITECTURE - LARGE MEASUREMENT RANGE

•POLARIZATION PRESERVING FIBER (PPF) - INCREASED OPTICAL RECIPROCITY

* LONGER WAVELENGTH - ELIMINATE PHOTODARKENING & REDUCE BACKSCATTER

• INTEGRATED OPTICS - LOW COST

Fig. 7-Three-Axis Fiber Optic Rotation Sensor

There are two fundamentally different implementations of a FOG sensor; a
resonant structure or RFOG, and an interferrometric structure or IFOG. An
oversimplified comparison of the properties of the RFOG and IFOG are summarized in
Fig. 8.

The RFOG (6] utilizes a short loop of fiber as an extremely high Q resonant
light circuit. Ideally, when there is no rotation input, each of the two contra-
propagating light beams remain trapped in the fiber sensing coil at the resonant
light frequency and no light escapes2 the coil coupler structure. Mechanical
rotation doppler offsets the beams from the coil resonance frequency and light
begins to escape from the coil. The special optical coupler (Fig. 8, "dashed box"),
together with the lithium niobate 10 chip, route the escaping coil output light

2Ideally, the optical source power is fully absorbed with carefully matched
loss elements in the resonant fiber loop.
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(under mechanical rotation) for each circulating beam to photodetectors; one for
each beam direction. Since the beams are doppler shifted off resonance in opposite
(light) frequency directions, the corresponding photodetectors provide skew
syH=etric outputs.

PD

OR NARROW BAND
LASER |10 m PPF

PD PD
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" COUNTER PROPAGATING BEAMS * COUNTER PROPAGATING BEAMS PROCESSED
MIXED ON COMMON PHOTO DETECTOR ON SEPARATE PHOTO DETECTOR'S

" OPTICAL RECIPROCITY REQUIRED * ELECTRICAL SYMMETRY REQUIRED

RISK/COST UNCERTAINTIES
* PERFORMANCE * PERFORMANCE

* SLD e COIL COUPLER

* 103 m FIBER * NARROW BAND LASER

Fig. 8-IFOG or RFOG

Inasmuch as the short fiber loop is a delay line, the input-output optical
system transfer function, H(jw), of the resonant optical structure has a periodic
null pattern in frequency spaced about 40 MHz apart. Referring to Fig. 9, a single,
laser diode optical source is physically divided in two to launch each of the
contrapropagating beams. Each beam is then individually heterodyned by optical
frequency modulators in order to place beams in separate (usually adjacent) resonant
nulls of the sensing coil. In this manner, the RFOG effectively operates as two
separate gyros multiplex sharing, in optical frequency and propagation direction, a
common coupler fiber coil sensing structure. The two balanced and symmetric gyros
operate in a push-pull mode so that even order channel impairments cancel.
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Fig. 9-Resonant Ring Gyro Control and Measurement Approach
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In contrast to the RFOG, the IFOG structure (5,9] is a single gyro with one
photodetector to which both contrapropagating beams additively output. The long
(many turns) fiber coil is a nonresonant, very broadband structure. Consequently, a
broadband diode light source can be used, which the present IFOG technology
requires, as will be explained below.

The IFOG photodetector physically performs a mathematical crosscorrelation
between the two contrapropagating output beams which were launched from a common
light source. Ideally, with no path imperfections or asymmetries (optical
reciprocity), the photodetector then produces the autocorrelation function of the
light source after passage through the fiber coil. With no rotation, this outputs
the peak of the diode source autocorrelation function. With mechanical rotation the
path propagation times change producing an optical phase shift (as opposed to
doppler frequency shift) between the two beams and an off-peak value of the
autocorrelation function is read at the photodetector.

This simple, interferrometric, configuration produces electronic difficulties
with the output signal. First, since the autocorrelation functions are even,
rotation direction cannot be directly read. Second, the output measurement is
centered around d.c., requiring more complex d.c. electronic amplification
circuits. This situation can be corrected by introducing a subcarrier frequency
modulation [7] at a multi-kilohertz frequency (100 KHz) on each propagating beam
prior to photodetection as shown in Fig. 10. This is accomplished with an optical
phase modulator on one arm of the coil. The phase modulator device periodically (at
the FM subcarrier frequency) changes the optical path delay3 through itself. Note
that one beam is frequency modulated prior to entering the fiber sensing coil while
the other beam is modulated after exiting the coil. This produces optical frequency
modulations time shifted with respect to each other by the beam propagation time
through the coil.
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FEEOBACK
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oEDETECT
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7/

Fig. 10-Interferometer FOG with Feedback

The photodetector correlation output can be narrowband processed around the
first harmonic of the FM modulation frequency and then synchronously detected by
multiplying and smooothing the product of the first harmonic output signal with the
same periodic signal driving the optical phase modulator. The consequences of this
modulation/signal processing arrangement are to allow use of inexpensive s.c.
photodetector output amplifiers while producing a skew symmetric detector output
signal which is zero for zero rotation input rate. Rotation direction is then
itmediately given by the sign of this output.

JTime base variation is mathematically equivalent to imposing a frequency
modulation.
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A brief discussion on optical sources is now in order. Recall that for the
RFOG, employing the very high Q light circuit sensing coil, an extremely narrow
laser diode optical source bandwidth is required to fit within the resonance
linewidth of the resonant optical structure. Now, in general, the autocorrelation
function of any narrowband waveform is an attenuated cosine function with a period
equal to that of source (optical) wavelength and a rate of envelope decay equal to
the reciprocal of the source bandwidth (i.e., "spectral linewidth"). The effective
time duration of this correlation envelope time decay when multiplied by the speed
of light produces a "length" referred to as the coherence length of the source. The
coherence length of an RFOG source must be in excess of a mile!

Next consider the long optical path length (on the order of 1 km) used by a
high sensitivity IFOG. Discrete imperfections in the optical path (for example, due
to splices or connectors, nicks in the fiber cladding, impurities in the fiber core,
etc.) will cause small-scale (1) optical reflections (backscatter), and (2)
crosspolarization mode coupling (forward scatter). These unwanted optical
interference signals are analogous to the multipath interference in a radio link.
In direct analogy with radio multipath, spread sectrum sources [8] can be used to
combat the multipath.

All such "optical multipath" interference sources separated from the desired
optical signal or from each other by less than the coherence length of the source
(i.e., autocorrelation envelope decay time) will upset the measurement accuracy.
This results from the photodetector crosscorrelating the exiting light beams
(desired plus interfering) of the fiber coil. This crosacorrelation produces not
only the desired autocorrelation function of the optical source but is also
corrupted by crosscorrelations between the "multipath" generated beams and the
desired beams. However, those crosscorrelations separated by more than a source
coherence length are zero. Consequently, short coherence length sources (large
instantaneous bandwidths) considerably reduce the number of small inteference
signals corrupting the measurement accuracy.

The IFOG detector processing depends on the wavelength periodicity of the
optical source autocorrelation function and not its envelope. Consequently, an
optical diode source having large symmetrical instantaneous spectral bandwidth
(e.g., Super Luminescent Diode, SLD) with a very stable center frequency produces an
autocorrelation function still useful for IFOG operation but having a fast decay
time (submillimeter coherence length). 4 Now only multipath source pairs within a
coherence length (submillimeter) of each other can beat together to produce a
degraded output and most of the multipath is rejected. Consequently, current IFOG
technology is facilitat ' by use of broadband diode sources while the RFOG must use
extremely narrowband last. sources to excite their resonant structures.

In contrast to the IFOG, recall that the RFOG operates with a much shorter
fiber and off-resonance frequency detection for each separately propagating beam and
does not crosscorrelate the beams. Consequently, the RFOG is affected by optical
multipath sources in a very different way than the IFOG. Here the resonance optical
bandpass shape becomes distorted by multipath. The RFOG system phase transfer
function must be kept skew symmetric about a small frequency region centered on the
resonance point of the fiber coil.

Since the IFOG sensor has been in active development in industry for a longer
time, it is much closer to being implementable in a nearer term, flight-testable GGP
prototype. For example, the broadband optical sources, although expensive,
currently exist while available narrowband solid state sources are still too wide
(-1 MHz vice the 100 KHz or less needed). Consequently, the IFOG rotation sensor is
the initial choice for the GGP based on earl availability, but interest remains
high at DARPA in the RFOG sensor technology.

So far in the discussion, both FOG architectures suffer from a very limited
measurement dynamic range. That is to say, the ratio of the maximum rotation rate
usefully measurable to the random noise output is not as large as desired. The RFOG
resonant structure is so narrowband that the higher rotation rate doppler shifts the

4in theory the source also could be broadbanded by electronically induced
modulation. Alternatively, other signal processing techniques for multipath
rejection might be employed.

5The reader is put on notice that DARPA views the RFOG and IFOG, although
both rotation sensors, as distinctly different transducers with unique and difforpn
advantages, uses, risks, and cost. They are not viewed as a priori competitive
technologies for the same universal application.
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source out of the resonance while the IFOG ccsine autocorrelation function
6

becomes ambiguous for large Sagnac phase shifts resulting from higher rotation
rates. These effects produce measurement (not device) failure.

Actual measurement dynamic range is set by even lower maximum permissible
rotation rates. Namely, as the rotation rates increase the measured output becomes
nonlinear with input mechanical rate; i.e., nonlinear scale factor. Consequently,
for increasing overall measurement precision, there is a further decrease in useful
dynamic range.

The means to increase the dynamic range is to employ measurement feedback
(Figs. 9 and 10) creating a closed loop FOG sensor. As the Sagnac effect develops
and is sensed at the photodetector(s), feedback electronics filter the signal and
then input to a voltage-controlled optical phase or frequency shifter(s) on the
integrated optics chip. In this way the Sagnac optical signal can be nulled out.
The rotation rate measurement is taken from the drive voltage to the voltage-
controlled optical shifter. The Sagnac optical signal is processed as the error
signal input to a tracking feedback loop. This technique is the optical analogue to
the Phase Lock Loop (PLL) for the IFOG, and Automatic Frequency Control (AFC) for
the RFOG.

To date, laboratory IFOGs have been assembled using discrete fiber optical

parts (e.g., couplers, polarizers, splitters, modulators) operating with light

sources at 0.83 p wavelength. The net drift rate bias has been at the 0.1*/hr or

less regime. Some efforts have already installed the feedback architecture and
employ polarization preserving fiber (PPF) in the sensing coil. The PPF coil
considerably imroves optical reciprocity of the light path by drastically reducing
the level of unwanted cro3spolarized (nonreciprocal path) light being
crosscorrelated on the photodetector. All DARPA efforts for future high performance
IFOGs will incorporate these features.

Further efforts (8] at implementing individual or a few optical parts
(y-splitter, coupler, polarizer, phase modulator) on lithium niobate chips have
succeeded. The DARPA effort will emphasize accomplishing a high level of optical
integration on one Integrated Optic (10) chip. The long-term goal is to place all
optical parts on the 10 chip excepting the light source.

The 10 fabrication method deposits etched strip lines of titanium on a lithium
niobate crystal substrate. These titanium lines are then heat diffused into the
crystal forming light guides whose interguide propagation coupling properties are
carefully controlled. These optical couplers and splitters are passive linear
"circuits." Optical modulators and switches are obtained by using the electro-
optic effect in lithium niobate where the light propagation velocity (refractive
index) is a function of the strength of an imposed external E field. Capacitive
"plates" are deposited over desired portions of the chip with electric control lines
to which off-chip drive electronics attach. The process is quite similar to that
used by solid state integrated circuit foundries (except fewer foundry steps are
needed). It should be noted that lithium niobate chips produce intrinsically
polarization preserving light guides, which enhances the use of PPF sensing coils.

It has been well known that lithium niobate crystals are susceptible to optical
damage. It is believed that this damage is caused by energetic photon collisions
with atomic iron impurities embedded in the lithium niobate lattice structure. At
appropriate photon energies (i.e., optical wavelength) the outer electron shells of
the iron become excited with very long relaxation time. Unfortunately, the present
0.83 p wavelength is such an appropriate photon energy level.

When the incident rate of the energetic photons (i.e., light intensity) reaches
a threshold value, enough excited iron nuclei impurities are produced to distort the
lithium niobate lattice structure and produce visible photo-darkening effects.
Above onset threshold, the photo-darkening is proportional to time accumulated light
energy usually taking tens of minutes. When the light is removed, the crystal
structure can relax back to its normal condition, but may take a week or more to do
so.

There appears to be no reasonable prospect to significantly reduce iron
impurities in today's lithium niobate foundry processes. Current telecommunications

bIt is made into a sine rotation detector characteristic by the phase

modulator.
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experience at the 0.83 u wavelength has detected photo-darkening onset at milliwatt
light intensity levels, a light intensity level which most IFOGs would be well
under. Unfortunately, this measurement for darkening onset was made based on
intensity loss from input to output of the chip with primarily unidirectional
propagation through the chip (in comparison with bidirectional for the IFOG). With
the IFOG's critical dependence on optical reciprocity, the light intensity onset

threshold could be considerably reduced, especially for high levels of functional
chip integration (i.e., optical devices on the chip).

For the GGP, this risk to successful 10 chip employment has been judged too
high! Fortunately, longer wavelength fiber technology (1.3 to 1.55 g) does not
suffer from the effect as the individual photon energy is too low to excite the iron
impurities. Even more fortuitously, there is considerably greater optical quality
in the fiber parts at the longer wavelength (e.g., lower loss 1/2 db/km vice 3
db/km, reduced scatter, increased polarization extinction in PPF, etc.) while the
lithium niobate chip fabrication is more tolerant in its critical dimension
requirements. It is to these longer wavelengths that the telecommunications
industry migrated successfully several years ago.

The 0.83 u wavelength was originally employed in IFOG research because of the
availability of quality diode optical sources with adequate power level and
photodetectors. Currently, quiet photodetectors are readily available at the longer
wavelengths while broadband superluminescent diodes, SLD (remember a quality spread
spectrum source is needed for multipath scatter reduction) are Just now becoming
available at these wavelengths. It is on this longer wavelength optical technology
that the GGP will evolve for lower cost (using nonphoto-damaging 10 chip) and obtain
better performance (higher quality fiber).

Listed below are current research areas to the longer wavelength closed loop
IFOG effort by DARPA for its GGP.

o Component Level
Light source--SLD, LD, LED
10 chip & optronic devices--voltage controlled optical

phase modulator, high-level integration
Physical characterization--reciprocity, scattering

mechanisms, optical loss, g load & thermal
gradient effects

Connectors/splicers--alignment, reflections

o System Level
Closed loop signal processing and sensor modeling
Error analysis and performance prediction
Parameter optimization

The current GGP IMU effort is completing several preliminary designs of a
closed loop IFOG along with selection and integration of miniature accelerometers
with performance at the 0.010/hr level given in Table 3. In the next phase of the
GGP program, two designs will be selected and parallel efforts to build IMU
brassboards of the selected designs will be pursued. These brasaboards are to
commence flying-laboratory tests within three years of contract award. For this GGP
flight testing, an MGR will also have been integrated, as discussesd in the
following section.

GGP SYSTEM INTEGRATION

System integration effort for the GGP is being conducted at the functional
levels, listed below:

o Mechanical Packaging
Form/Fit, Temperature, Shock

o System Data Processor/Bus Hardware
Thruput, Memory, Sensor Interface Control

o System Software Modules
Filter Design, Resource Manager

o System Simulation/Trade-off Optimization
Covariance and Monte Carlo Simulation
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0 User Mission Analysis
Trajectories/Profiles, Performance Measures

With the exception of the mechanical integration, there is strong interaction
amongst the other system integration functions, listed above.

Since the modular GGP is planned for a wide variety of host/mission
applications on the one hand, and the system scope is both broad and interconnected
on the other hand, the system's effort must be partitioned by an appropriate
development philosophy in order to avoid needlessly locking out useful GGP
applications while apportioning the system's effort into manageable assignments.
The key requirements imposed by DARPA to achieve this goal is (1) to host
guidance/navigation solution functions as well as top-level resource control with
all attendant software modules strictly in the Navigation Systems Microprocessor(s)
(Fig. 1), and (2) to maintain strict control over electrical/data exchange
interfaces/standards between the two GGP sensor suites (MGR and IMU) and the system
microprocessor.

A consequence of this approach may produce a fairly significant throughput,
memory space, and coding burden on the system's microprocessor. This will be
strongly driven by the size (i.e., number of states modeled) of the Kalman Filter
employed [10]. However, the latest high-speed commercial microprocessors(possibly
RISC machines) should be able to accommodate the expected thruput of several MIPS.
The standard, multimegabit high-speed backbone data bus will be used with either 16
or 32 bit width.

Software development will initially focus on the following: (1) implementing
the Kalman Filter, (2) separating out of the existing software modules in the MGR
and IMU sensors their low-level real-time signal procesing modules from their
resource management modules, (3) determining software data access and command
methods from top-level resource management in the system's microprocessor to the low-
level real-time software in the sensor microprocessor, and (4) reconcile data
formats and timing actions. Resource management decision tree/execution action
tables will be developed for various host applications. Finally, the software will
be thoroughly tested and validated.

System simulations will be performed at two distinctly different, but highly
interactive, levels. At the aggregate system modeling level, mathematical
input/output models for the MGR, IMU, and physical environment (e.g., gravity
anamoly) are combined together with a Kalman Filter in "Covariance" simulations for
specified mission dynamic profiles. Selective "Monte Carlo" simulations will then
be run. Such analysis relates instrument performance requirements, generates
expected system behavior, and predicts mission performance. It provides a
"specification dialogue" between the user application and the GGP modular design as
well as eliciting what are critical system drivers and the measures of
merit/performance appropriate to each class of application. An example of this will
be provided in what follows.

The aggregate system modeling simulations will not test the adequacy of the
real-time operational system-level software nor the specific behavior of the MGR and
IMU components and their dedicated low-level real-time software. Moreover, the
dynamical detailed interactions between the three subsystems needs to be verified.
To do this a sequence of hybrid-brassboard simulations will be used wherein a
mixture of real-time computer simulation with hardware simulation will be set up for
a selected class of mission. As GGP sensor instruments become available they will
be inserted in the brassboard. The end state of the sequence will be an all-GGP
brassboard customized for the selected mission class.

Returning to the aggregate system-level modeling, a series of preliminary
results were obtained for two classes of mission: (a) an Unmanned Vehicle or UMV
-, (b) a long-range strike weapon. Representative mission trajectories were
"flown" postulating a high quality IMU in the 0.0030/hr gyro drift rate and 50 ig
accelerometer bias category.

GPS received signal was then denied (e.g. jammer) at selected parts of the
mission and IMU only guidance error buildup was calculated. In addition to the IMU
error sources, earth gravity anomalies and vertical deflection were modeled as a
first order Markov process.

The modeled MGR, IMU, vehicle motion, and gravity inputs were optimally
combined in a 48-state system Kalman filter. Additionally, a 78-state model is
executed as the "truth" model. The covariance simulation then flies the mission
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trajectory (in non-real-time) accumulating as a function of time the 1 C state
errors for both the truth model (78-state) and the system filter (48-state). The
48-state system filter is deliberately overstated in order to identify the most
significant 17 to 23 states to retain in an operational filter formulation that can
execute in real time.

Finally, a perfect IMU was postulated in order to benchmark the error floor
introduced by the (unmapped) gravity anomalies and vertical deflections. The
primary intent of this exercise was to build the capability to make these
calculations and develop preliminary insight to relate IMU quality to mission needs.
The mission trajectories are purely hypothetical and were used only to develop this
system level skill. They have no validity as to any specific real missions.

Shown in Figs. 11, 12, and 13 are three sample mission trajectories used with
GPS signal loss introduced. Figs. 11 and 12 are two unmanned vehicle trajectories
in which the first passes by a single jammer and the second passes by a series of
jammers. Fig. 13 shows in plan view a long-range strike weapon-type trajectory with
a jantmer in the immediate neighborhood of the target.

The modal results plotting one sigma horizontal displacement errors versus time
are shown in Figs. 14, 15, and 16. The solid lines are the modeled "true" 1 c
errors and the dotted lines are what the modeled system Kalman filter "says" are the
1 q errors. The corresponding results for the gravity errors only case with zero
instrument error showed only a few meter increase in CH . This establishes that
additional improvements in IMU performance beyond the .003*/hr level (Table 5) will
require maps of gravity anomaly and vertical deflection, thus increasing somewhat
system memory and requiring increased microcomputer capacity. In all probability
these considerations will be less demanding than the added mission planning burden,
i.e., obtaining gravity surveys.

CONCLUSIONS

The DARPA GGP program objective to exploit GPS/IMU synergisms in an extremely
small package with little burden to an extremely wide variety of host vehicles and
applications is being actively pursued. The goal to achieve current navigation
grade of performance (- 1 nm/hr.) but with major per unit cost reductions in large-
scale production should be achievable. Except for the IMU, solid state technology
is now either off the shelf (system integration microprocessor) or becoming
available (mini-GPS receivers). The silicon accelerometers are currently under
active development by DoD. Consequently, the Fiber Optic Gyro (FOG) is the primary
technology needed to produce a successful GGP.
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In this paper the principal technical approaches being pursued in the DARPA GGP
program have been reviewed along with discussion of the issues associated with these
approaches. The performance and size goals of the GGP (i.e., FOG) can be met with
low to moderate risk. The higher risk resides in making the cost reduction
breakthroughs for the FOG instruments. This risk principally falls on the following
FOG components: (1) integrating high-level optical signal processing parts on the
integrated optics chip, (2) producing higher power, long wavelength optical sources,
and (3) automated parts assembly machinery and infrastructure, e.g., sensing coil
winders and automated polarization aligning connections/splices between the optical
subassemblies of source, chip, and coil. These challenges are commensurate with the
broad DARPA charter to significantly advance the DoD technology base.
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SUMMARY

The conjoncture of the future battlefield (many threats, single seat combate aircraft) will
Impose the development of onboard decision support systems. The concept of pilot's assistant
fits this need In assistance. While this concept covers different classes of aids. this paper
focuses on the development of a navigation support system. Special attention has been paid to
the quality of man-machine coupling of such a real-time aid. It is evidenced that, because the
quality of the coupling Is a vital goal. the best solution consists In computerizing the navigation
expertise with the greatest proximity of human being (and not with optimal multi-expert
and/or multi-constraint software). Thus. pilot expertise elicitation has been closely conducted
during 4 years In nap of the earth penetration mission. A Al computer model of navigation is
derived from this cognitive model with respect to the use of actors language. Extended
description of this program Is given In the paper, Including direct connections with the future
of the French's pilot assistant.

Key-words: pilot's assistant, cognitive model, expertise, schemata, actors language.

Resume

L'environnementaerien et terrestre futur du champ de bataille imposera par sacomplexite de munir les
avions de combat de systemes d'aides. Cela sera particulierement necessaire dans le cas du futur avion de
combat franais monoplace. Le concept de copilote electronique developpe dans plusieurs pays repond ace
besoin. I I pose un defI technologique et ergonomique. Le probleme du coup lage d'un tel systeme avec le pilote
fait lobjet ic d'une analyse detail leeet ses implications sur l'architecture d'un systeme d'aide sont analysees.
Nous nous placons plus particulierement dans le cas de la mission de penetration basse altitude et nous
montrons l'interetd'unmodelecognitifdu pilotedecombat. A partirde lanalysede l'expertisedepilotes sur
une tel le mission. nous developpons un projet d'automate de navigation basse altitude capable d'adaptation
aux incidents du vol, Ce programme est calque sur le modele cognitif et utilise les notions de langage
d'acteurs,

Mots-cles :copiioteelectronique, modelecognitif. expertise. schema. langaged'acteurs.
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1 INTRODUCTION

Les missions aeriennes impliquent. pour le piiote qui les conduit. de faire face A une complexite
croissante l'environnement exterieur ainsi qu'a la necessite de maitriser des systemes embarques
sophistiques. Ceconstat. vrai a I'heureactuelle. prendraune tournure encore plus critique dans Vavenir. Les
scenarios concernant le theatre europeen prevoient pour ies forces aeriennes un desequil ibre de 1 a 6. voire 1
A 10 :Ia couverture anti-aerienne des corps de bataille sera extremement dense et diversifiee (Congres
AGARD sur I'homme et les systemes d'armes. Stuttgart. 1987). Ledomaine de realisation des
missions s'est Jul aussl elargi :toujours plus vite, plus bas, de jour comme de nult. par toutes conditions
meteorologiques.

Pour evoluer dans cette ambiance. le pilote des futurs avions de combat franqais. qui pour diverses
raisons sera seul a bord. aura un besoin vital d'un systemne dass istance A laconduitede mission. L'assistance a
la navigation sera une partie de cesysteme plus ambitieux appele Copilote Electronique ou Pilot's
Assistant.

L'objet de cette commUnication est en premier lieu de caracteriser un tel systeme. et en second lieu. de
presenter une architecture logicielie remplissant les specifications precedemment definies, et orienteevers
[assistance A la navigation en mission de penetration basse altitude.

2 SPECIFICATIONS POUR UN SYSTEME D'AIDE

2.1 Limites de l'automatisatlon

L'introduction massive de l'electronique A bord des avions d'armes a aide le pilote en reculant
cons iderab lement son seuil de saturation. Seulement. ii y aun revers A [a medaille. et nous commen~ons A
nous en rendre compte. La prise de conscience a eu lieu plus tot dans d'autres domaines de conduite de
processus, notamment dans le nucleaire, oufonctionnent dejA des automates regissant des taches complexes.
Or ce sont bien ces types d'automates qui devront Wte embarques, vu [a difficult6 des processus A gerer A
bord.

Associe A un automate effectuant une tache complexe, loperateur humain ne suit pas en continu le
deroulement du processus. mal s contr~le uniquement de points en points. Donc tres vite, it s'efface en tant
qu'acteur implique dans la boucle de pilotagedu processus. pour apparaitrecomme un surperviseur 121: 131.
A la reprise en main du sysleme. le passage de cet &tat de superviseur Aun etat act if peut prendre plus ieurs
secondes: A 600 kts et 200 ft/sol. ceci peut representer tout le6cart entre [a vie et le crash. Et des reprises en
main. i I yen aura, car outre leur complexi tt. les taches de Ilaeronautique milIitaire se derou tent dans un
univers soumis A de rapides changements se traduisant par de frequentes interruptions asynchrones
(gestion de menaces. pannes. variations de la visibi Iit6. ...).

Un autre effet pervers s'exercant sur l'operateur face A un automate est [a rapide diminution de son
niveau deconnaissances. qui deviennentmoinsoperationnelles. car moins employees 141 :1121 : 1171. Au
minimum. l'automat isat ion tres pou ssee indu it une standard isat ion des performances humaines. ce qu i peut
etre souhaitabte dans certains domaines. mais qui est loin de Fetre en aeronaut ique de combat.- Un couple
appareilI-pi lote off rant une grande variabi Ii te de la performances n'est-ilI pas preferable aun couple qui. en
minimisant les risques de mauvaise performances. reduit aussi les possibilites de depasser le standard ?
tI].

2.2 Quelles aides et pour quel pliote ?

Le constat precedent sur l'automatisation nous amene a poser le probleme de linterface
homme/machine non pas comme un sous-prob leme A trai ter en corol lai reA a automat i sat ion des systemes de
bord. mais comme une reflexion centrale qul permettra justement d'organiser ces systemes.

II convient de definir laposition du pilote dans l'apparei I. A I'heure actuelle. force est de reconnaitre que
nous sommes tres loin de reproduire par des automates intelligents les capacites de flexibilite et
d'adaptabilite de I'homme. Ses aptitudes a filtrer des informations, a poursuivre des buts en parallele. a
evaluer des situations a partir de donnees fragmentaires ou indirecies. a inventer des strategies. imposent sa
presence dans l'appareilI.

A volt un pilote dans lasvion. c'est cholsir d'avoir un decideur plu tt qu'un exdcutant~donc
c'est organiser les aides A bord de telle maniere qu'elles lul permettent le maximum d'anticipation et lui
degagent du temps pour se batir une representation de [a situation, seule condition pour maintenir le pilote
en avance sur les. evenements.
L'aide peut ttreconcue selon trois dimensions (I) temporelle (court. moyen ou long terme). (2) nature de
l'aide (acquisition des donnees. decisions. conduite). (3) destinataires de [aide (pilotes experts ou
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novices).

2.2.1 Dimensions temporelles de laide

Aider le pilote. c'est:
- acourt terme, augmenter sa survivabilite en presentant l'evolution dans les instants qui vont suivre de

la situation. On constate qu'une telle representation imagee de ce qui va advenir dans l'immediat si aucune
action n'est entreprise est non seulement un moyen puissant d'apprehension de [a situation, mals est aussi un
levier pour le raisonnement. A insi. la symbologie du vecteur vitesse ne fait pas qu'indiquer le point d'impact
de l'appareil. mais est aussi un instrument dans le raisonnement a court terme du pilote, qui en vol basse
altitude. le positionne au ras des cretes.

- amoyen et long terme. permettre ['evaluation globale de la situation et l'anticipation en presentant de
maniere synthetique les elements pertinents pour le moyen et le long terme.

2.2.2 Nature de l'alde

Les aides a lacquisition de donees faci litent la formation chez le pilote d'une representation correcte de
la realite. Cest un domaine ou les technologies modernes peuvent beaucoup apporter avec par exemple la
restitution de scene sur ecran geant (option big picture) 111 , le concept de tete moyenne [ 101. ou les jumelles
solidaires des mouvements de tete 171. II s'agit Ia daides a l'acquisition fusionnant des informations
d'origines parfoisdifferentes sur un support unique.

Les aides a la decision eta la resolution de problemes forment un pole de recherches important avec les
projets Pilot's Associate americains 1161 et Copilote Electroniqued'AMD-BA (communication personnelle
(51). Ces aides ne se placent plusauniveau de I'acquisition des informations. mais au plan de leur traltement
et de l'elaboration des decisions. Lessor de ['intelligence artificielleafortement contribueau lancement de
tels projets daide au pilote. L'aspect technique est bien souvent le seul evoque, laissant dans Jombre le
problemedu couplageavec I'homme. Cest pourtant cet aspect qui dolt determiner les choix techniques si I'on
veut laisser au pilote ia primaute sur la machine et la responsabilite de [a mission.

Un troisieme type d'aideenvisageable est I'aide a laconduite. Elie represente un prolongement naturel
de [a precedente, passant du conseil el de la definition de tactiques A ['execution. Ce pilote automatique
sophistique pourrait etre branche sur ordre du pilote pour assurer la navigation suivant le plan de vol
prepare. pendant une duree pouvant al ler jusqu'aquelques minutes. laissant ainsi au pilote du temps libre

pour des recalculs de route ou pour revoir i'approche de l'objectif. Le pilote dolt pouvoir a tout instant
reprendre la main et assimiler rapidement les actions realisees par son systeme. celles en cours et celles
abandonnees.

2.2.3 Destlnataires de l'alde

L'aide est-elle destinee A un pilote specialiste d'une mission dans un autre type de mission. ou dans sa
mission habituelle ? A-t-elle pour but daider un novice. un expert. ou les deux ?

La litteraturel 181. 1131 montre que les besoins en information sont differents entre debutant et expert,
et les capacites d'actions et de miseen oeuvre de tactiques ne sont evidemment pas les memes. Deux pilotes de
niveaux de qualification different auront besoin d'une expertise differente pour etre aides efficacement.

L'expertise el le-meme pose probleme: comment unifier les connaissances venant d'experts differents
sur un meme sulet ? Comme nous leconstatons dans l'aeronautique de combat des experts differents utilisent
des tactiques parfois opposees: ou trouver 'expertise permettant de choisir ?

2.3 Architecture des systemes d'aldes et couplage avec le pilote

L'objet de nos travaux porte essentiellement sur les aides au raisonnement el a la conduite demission.
plus precisemment les aides a lanavigation en pendtration bassealtitude. Dans cecadre, nous al Ions montrer
comment l'architecture des systemes d'aitde peut decouler logiquement d'une reflexion sur son couplage avec
lepilote.

L'aide au raisonnement ou a la conduite de mission, de part sa nature, devra manipuler des
connaissances de niveaux varies. les exploiter en temps reel. prendre en compte un univers changeant. et
enfin tenir compte des strategies du pilote. El ie relevera donc au moins en partie du domaine de ['intelligence
artificielle temps reel. et devracontenir divers types d'expertise (navigation. gestion des menaces, systeme
d'armes. etc...).

Cest Ia generalement une chasse gardee des ingenieurs cogniticiens. et un domaine ou rivalisent de
sophistication les techniques de l'intelllgenceartificielle. Mals. avant leprobleme technique, i1 yaleprobleme
de ['expertise. En effet. 'expertise mise en ceuvre dependra du but vise par le systeme d'alde.

Est-ce uneaide acourt. moyen ou long terme ? A court et moyen terme. si I'on veut toulours assurer au
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pilote son role de decideur, ii importeraau systeme d'aide deconfigurer son raisonnement, au moins dans sa
presentation. demanlerea s'insererharmonieusement danscelui du pilote. Vu les contraintes temporelles. it
convient en effet d'eviter que ce dernier adapte et contraigne son raisonnement afin de prendre en compte
celui de son systeme embarque.

Une des caracteristiques du fonctionnement cognitif humain est de privilegier le court terme. en prenant
en compte une ou deux contraintes fortes pour resoudre un probleme. On constate donc que rhomme ne
raisonne pas de maniere optimale au regard d'une echelle de temps plus tongue. et prend difficilement en
compte un nombre de variables et de contraintes eleve. II faudraen tenir compte, et donc s'abstenir au moins
pour le court terme de lui presenter un raisonnement, certes optimal a long terme, mais que le pilate mettra
du temps a reconnaitrecomme tel. Aucontraire, a long terme, il importerad'utiliser les possibilites decalcul
optimal et multi-facteurs d'un calculateur, pourvu qu'une presentation adaptee permette au pilote de Ia
comprendre rapidement.

3 ARCHITECTURE DAIDE A LA NAVIGATION

3.1 Le cholx d'une modele base sur l'operateur

En resume de la reflexion precedente sur les aides, il nous est apparu que la possession d'un modele de
fonctionnement mental du pilote dans ['execution de sa tache etait indispensable pour l'elaboration d'un
systeme d'aide. I ne s'agit plus seulement de s'interesser de maniere superficielle a ses besoins en
informations et a ses capacites a les traiter, mais si l'on veut aider son raisonnement et meme faire a sa place
pendant un temps limite. il faudra tenir compte de ses manieres de resoudre les problemes en vol.

Nous sommes al les plus loin en basant notre architecture de systeme d'aide ala navigation sur un modele
cognitif du pilote. Cela signifie que nous implementons les manieres de faire et les heuristiques non
seulement a un niveau superficiel du systeme, mais qu'elles en forment [a base.

Par cechoix. nous pensons ameliorer le couplage du piloteavec son appareil, en assistant ce dernier par
un systeme fonctionnant avec la meme logique, ameliorant ainsi la confiance envers laide.

3.2 L'appllcatlon A Ia mission de penetration basse altitude

En consequence, nous avons entame en 1984 un programme de recherche de 8 ans avec pour but de
definir une architecture de systeme d'aide dece qui pourrait s'appeller Assistant du Pilote du future avion de
combat. Nous nous focalisons plus specialement sur la definition d'un automate de navigation capable de
s'adapteraux evenements inattendus de lamission et dont laprogrammation est aussi proche que possible de
la maniere de faire du pilote. Pour resoudre le probleme de [unification de 'expertise entre pilotes. nous
avons decidede privilegier lacoherence d'une expertise et donc d'utiliser un seul style d'expert. Pour justifier
ce choix. nous avons verifie que de cette maniere, l'utilisateur d'un tel automate, quelque sait son style de
pilotage propre. aura une bonne prediction de ce que sera la reaction de lautomate dans une situation
donn6e.

La collecte de l'expertise et sa structuration ont demande trois ans de recherche avec interviews de
['expert, analyses dactivites de pilotes en simulateur et en mission reelle. En parallele sont menees d'autres
etudes avec d'autres pilotes pour recueillir des donnees complementaires, identifier differents styles de
pilotage et verifier nos hypotheses sur le modele cognitif.

L'informatisation du modele a commence il y a deux ans. Le support physique d'experimentation
consiste en deux stations de travail en reseau. Une station Symbolics 3650 supporte la programmation de
I'automate de navigation, qui interagit avec un Microvax sur lequel tourne un modele de simulation d'avion
des AMD-BA. Ce microvax supporte aussi un programme graphique qui permet de visualiser les
raisonnements du systeme en animant des zooms sur des instruments de la planche de bord correspondant
aux etapes de lactivite cognitive du pilote.

4 LA MISSION ETUDIEE

Lamission qui nous interesse est lamission de penetration basse altitude sur Mirage F lCr. Elle consiste
classiquement a passer sur unobiectif pour le traiter (destruction, photos ... ) aun temps bien precis, fourni au
pilote. apresavoir navigueen tres bassealtitude dans laportion du territoire souscontroleennemi iusqu'ace
point. et a revenir sur une base amie, toujours en basse altitude (Voir figure 1).

Lep ilotedispose de son ardre demssiancomportant principalement unedescription brevedel .objectif
avec sescoordonneeset I'heure de passage. et des details fournis par son officier de renseignement (menaces,
positon des lignes ...). II elabore un plan de mission au sot ou it tient compte egalement des facteurs meteo.
avion disponible. etc ... Cette phasede preparation, aboutit au choix de son approche de Iobiectif. puis a la
determination precise de sa route, Ces facteurs seront entres dans les systemes avion. 11 determine ses
horaires d'entree sur les lignes de front et de sortie. qu'il devra imperativement respecter.
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pour juger de lava[idite. les prerequls a [execut ion. tes regies ae con trole dleconerence, les strategies pour
real iser les dif ferents sous-buts, les regles de savoir-faire, les con train tes du systeme. la de script ion des
inc Idents potentieIs, I I permet une parametri sat ion en fonct ion de [a situ at ion ree Ile et uneaccommodati on
rap ide en cas d'inc Ident.

Ces connaissances permet tent A J'operateur de comprendre Ias situat ion et d'agir sur lavenir immedi at en
disposant de modele d'anticipation. mais aussi de contrcder ['action en cours et de savoir quelues actions
entreprendre si le but n'est pas atteint. Le plan de mission sera donc une sequence de schemas pour la
reallsation de sous-but convergeant vers la realisation de I'objectif de la mission.

Le modele demontre part iculIlerement laflexibilite deces procedures et leur capaci t d'aut-adaptat ion
aux contralnies imprevues lors de I'execution de lamission. Cetteauto-adaptation peut se faire localement au
niveau du schema en cours ou etre repercutee sur les schemas a veftir en les transformant. Une autre
categorie d'adaptatlIon procede du chem in inverse, allant du plan vers les schemas. particulierement lors des
changements de strategle ou de tactiques. Une representation de ['auto-adaptation du modele du fonctionne-
ment cognitif du pliole est proposee en figure 2.

Un exemple inspire d'observations reelles resume bien ces trois niveaux d'adaplation:

Un pilote se fait menacer par une conduite de tir adverse imprevue en debut de mission. il acceiere
(accommodation locale du schema en cours d'execution).

Cette activite va contraindre la duree du schema et un certain nombre de verifications voire de reglages
pour la phase de vol sulvante ne seront pas executes. 11 faudra les prevoir dans le ou les schemas
suivants (accommodation des schemas suivants par diffusion amont des contraintes).

Les prerequls non encore executes du schema suivant seront inseres en priorite.
Mals au dell de cette accommodation prioritaire a court terme. le pilote va prendre des mesures pour

anticipe- sur un degradation de la situation en accelerant (meta-connaissance sur son propre savoir-
faire). comme ii salt quill ne faut pas voler lentement. it va se detourner de son itineraire prevu pour
lallonger (nouvelle strategle). Cette strategie va se repercuter sur les contenus de toutes les
procedures du plan (diffusion du plan vers les schemas).

Le modele decrit permet de s'auto-adapter rapidement et efficacement A grand nombre des contraintes
avant d'en etre reduit a des raisonnements beaucoup plus formels et coUteux en temps de type resolution de
problemes. Cette fa~on de faire nous parait Wte un bon reflet de l'expertise du pilote de combat.

PLAN

CONTIENU NOTIONNEL

CONTENU EXECUTOIRE actualisation des contenus
notionnels des sch~mas

suivants

preparation Scman +4
permanente du-
schema suivant Shm +

Schema n+ 1 AcmoaonSchema n+2

Cotn otonlselon les Contenu notionnel
Contenu nttonnel v~nements ____________

Contenu ex~cutoire Cotenu ex~cti-

SCHEMASchema n

Contenu notionnel

Contenu ex~cutoire

Figure 2 MODELE COGNITIF D'AUTO-ADAPTATION
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6 LE MODELE INFORMATIQUE

6.1 Introduction

Le mode le informat ique est constru it A partir du mode le cogn itif et transpose les notions de plan, schema
et script 16 1. La represen Lat ion par frames 191 est particul ierement adaptee pour la description d'enli tes de
connaissances que nous manipulons dans Ie contenu executoire du plan ou des schemas.

Nous retrouverons Ies deux niveaux de fonctionnement du modele cognitif. local ( gestion acourt terme)
et global (gestion A moyen et long terme).
Quatre poles dle connaissances (condluite generate du schema. execution des scripts. traitement des

dvenements et gestion du temps) emergent de l'etudecogni live: chacun est model ist par un agent specifique
possedant les connaissances propres a un domaine et capable d'echanger des informations avec tes autres.
nous parlerons de moniteurs (schema, script. evenement et temps).

Pour traiter cette connaissance distribute et rendre compte de la demarche de l'opdrateur. nous avons
choisi une programmation du modte utilisant de techniques voisines de celles employees dlans Ies langages
d'acteurs 181.

Un langage d'acteurs differe de la notion class ique de langage oriente, objet en ce sens que chaque objet
du langage (chaque acteur) peut fonct ionner en paral leIt aux au tres. La commun icat ion et la synchron isat ion
se font par envoi dle messages. La variete de langage d'acteurs mis en ceuvre s'inspire de ABCL/1 1191.
Les messages peuvent etre de trois types:

- l'envoi de message asynchrone permet A un acteur d'envoyer un message et de continueri a ravailter
sans attendre de reponse.

- lenvoi de message synchrone represente une question d'un acteur A un autre. Lemetteur est arrete
tant qu'il n'a pas obtenu de reponse.

- t'envoi de message avec rendez-vous est le cas oil un acteurpose une question a un autre. continue A
travail ler jusqu'au moment ou il cherche a util iser la reponse. Si celle-ci est arrivee. it continue. sinon it
l'attend.

En plus de ces types. nous avons besoin dle prendre en comple des interruptions asynchrones de
lenvironnement. et de modif ier sur commande Ies traitements en cours dans les acteurs. Pour cela. chaque
message a un champ urgence. instancie a "Ordinaire" ou "Express". ce qui nous permet dans le cas d'un
"Express" de forcer son execution en interrompant un "Ordinaire".

6.2 Le nlveau local

II mod~tise l'execution dun schema. Avant d'etudier en detai IIarchitecture de ce niveau. nous allIons
presenter Ies differentes situations pouvant survenir dlans 1texecution d'un schema pour meltreen evidence
Its differents niveaux d'accommodation necessaires. Nous atlIons nous interesser a un schema de navigation
basse altitude sans visibi lite.

ExemplIe 1. Le pilIote detecte une defailIlIance de sa centrale a inert ie. par comparai son de [image radar et de
sac carte radarisee. les parametres de navigation etant normaux. Si cet incident se prodult assez t~t
dans la branche it y aura Immedlatement insertion du schema de correction dans le script en cours. 11
s'agit ici d'une auto-adaptation purement locale.

Exemple 2. Le contrOle de carburant se fait habituellement en fin de branche. au moment ou le pilote a des
actions importantes a effectuer: si un ecart apparait. le trailement de ['incident devra etre reporte
dans la branche sulvante faute de temps. Ce nest plus une adaptation locale, it s'agit ici d'un legere
modification du schema suivant.

Exemple 3. Linsertion d'un traitement ne pouvant etre differe. a provoque un retard qui ne pourra pas
etre comble dans la branche. le pilote dolt recalculer son horaire sur les branches suivantes et donc
eventuellement supprimer les actions non indispensables. I1 s'agit donc Ia d une replanification
partielle. consecutive a une adaptation locale blen qu'on ne remette pas en cause Itobjectif de la
mission.

Exemple 4. Le pilote se fait menacer par une conduite de tir adverse, c est le niveau d'accommodation le
plus complexe qul a deja te decrit dans la description du modele cogn'tif. it met en oeuvre a la fois une
adaptation immediate au niveau local et une replanificatlon avec de nouvelles strategies pour la
poursuite de [a mission (changement de route, abandon de Ilobiectif initial pour un objectif
secondaire... )

6.2.1 Le moniteur schema a Ia responsabilIite dun niveau local. i I est l'interlocutcur aupres du
niveau global. eneffet it en recoit les schemas successifs deigaparametres au niveau du planet lui transmet en
fin d'execulion Ie resullat. En cas d'incident depassant les competenccs du niveau local. le moniteur schema
alerte le niveau global. It detient d'une part Ia description du script et des procedures (contenu executoire).
d'autre part la description du but et des procedures dYevaluation de ce but. des heuri stiques pour adapter ce
script a la situation reel le, des procedures de controle de lacoherence organi sees en pile e inserees dans les
temps morts du script (contenu notionnel). 11 vadonc pouvoir produiredynamiquement le script d'execution
et Ie transmettre au moniteur script charge de l'execution proprement dite et qui fonctionne donc en
permanence. Pour tout cc qui louche aux contraintes lemporellIts. iIs sferaaider par le moniteur temps. Son
dernierauxilialreest lemoniteurevenemcnt Aqui il transmet au fur et amesure les informations qu'il recoit
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de fa4on A actual iser I a I iste des incidents possibles et quilI aierteraen cas d'inci dent ou d'in ter rupti on dans le
deroulement du script. 11 garde le contr~Ie du niveau local centratisant les messages importants.
accommodant le script en cours. gerant [a pile de coherence. activant ses auxillaires selon ses besoins.

6.2.2 Le moniteur script. posstde [a description du script qu'il doit ddrouler ainsi que les
methodes d'execution des differents types d'actions de ce script. En effet nous avons Pu recenser trois types
d'actions: les routines Mi. les blocs (iMet lesattentes (iiipour lesquels nousavonsdeveloppeun utititaire
spec if ique.

Mi Les routines correspondent aux actions du pilote de pius bas niveau: ce sont des prises
d'information sur instrument. des actions de reglage ou des verifications de valeur attendue. Les routines
sonteltes aussi representeesi ['aide de frames, on peutainsi indliquer sieltes sont obligatoires, ajournabtes,
les [imites de validite. les vateurs seuil. Ia duree moyenne. ie code dessin associe. ies zooms concernes...
Lors de son activation. ette interagit directement avec ies parametres du modele avion et la visualisation
associee apparait i'ecran. Les routines sont Flement de base pour modeliser Ia conduite. qulil s'agisse
d'actions de conduite du pitote. des verif ications consecutives ou d'attente d'un resuttat.
Precisons un dernier point: Le pilote est continuetlement en attente d'un resuttat qut tui permettra de
poursuivre sa mission. Cest par exempie atteindre le prochain point tournant. Lestimation du temps
necessaire pouratteindrece resuttat lui donnera ie temps disponibledont ii dispose pour effectuer ses taches
et eventuetlement inserer des actions decoherence. ce r~ted'estimation lemporetleet demicro-planification
est Ia tache du moniteur temps locai que nous reverrons. Lors de la routine de lecture sitle resuttat n'est pas
atteint (vateur seui 1). le moniteur schema va activer le moniteur temps local et prevoir de reactiver cette
routine de lecture ulterieurement.
Les routines sont aussi utulisees dans les procedures de controie de lacoherence dont la partie executoi re est
inseree dans ie script du schema.

Donnons queiques exempies de routines:

1. La routine pour mettre la pente a - tO* en debut de I& phase de percee modiule le pat-ametre de la pente de
i'appareii et provoque un zoom sur ie CTH (viseur tete haute) et sur la poignee pilote.

2. La routine de verification du taux de descente sur ie variometre provoquent zoom sur le varlometre
actuaiise en permanence par ie modte avion.

3. La lecture de la distance au but sur I indicateur de navigation (IDN) provoque un zoom sur iIDN et permet
une evaluation du temps disponibie.

(ii)Les blocs correspondent A un sequence de routines visant aumenme but et centrdes Sur te meme
instrument. le zoom sur [-instrument restera affiche pendant tout le derouiement du bloc. Certains blocs
pourront Wte interrompus et repris par Ia suite. d'autres au contraire ne seront pas secables. De pius a
t'interituur dun btocscertaines routines pourront etre interverties ou supprimees d'autres pas. ii faudradonc
en tenir compte dans l'organisation du script. Its sont aussi representes sous forme de frames.
Donnons quetques exempies de blocs:

1. Le bloc de contr6Je de navigation se fail sur le CTH et comprend trols verifications elementaires (bon but.
bonne route, bon guidage en vitesse). L'ordre bien que logique nest pas obligatoire. en cas
d'interrupion par le controle aerien Par exempie. iI pout-ta etre repris.

2. Le reglage du radar en mode PR (percee). Comprend la routine de changement de mode et le rtglage du site
de l'antenne, ii etalt Initialement en mode H A (hlaute altitude). Idl iordre est impose et les deux actions
sont obligatoires.

(iii)Les attentes modelisent le moments ou le pitote ne fait rien. it s'agit de periodes pendant
iesqueties le pitlote se focaltise sur t'attente d'un resui tat. attend les effets de t'action precedente ou na pastle
temps d'entreprendre quelque chose dans le temps tibre restant. Pour un pilote ne pas avoir de temps tibre
est inquietantcar itne pourraators pas inserer facilement le traitementencas dincident. cest pourquoi iI s'en
menage toujours au depart. Cependant tes attentes apparaissent rarement explicitement au depart dans le
script prototypique, eltes sont generees par les mecani smes d'auto-adaptat ion locaux.

6.2.3 Le moniteur temps local pos sede quatre fonct ions princ ipates de gest ion du temps dans le
derouternent du schema:

I1.11 detient ['expertise pour le calcut du temps necessaire A 1execution d'une routine ou d'un bloc ou A
l'obtention dun resultat.

2. 11 est capable de reorganiser au mieux dans le temps impart i et en fonct ion des prioritles relatives [a
sequence des blocs et routines du script. Cest une competence de micro-plan if cat ion, Ceci intervient dans Ia
gestion des attentes de resuttat, ['insertion des actions de coherence et des scripts de traitement en cas
d'incidents.
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3. 11 6change des Informations avec le moniteur evenement pendant la phase de selection du sous-
schema de traltement. pour lui indiquer le cotlt temporel du traitement et sa faisabilite compte-tenu des
contraintes temporelles existantes et des possibilites dinsertion.

4. 11 contr~le Ia validite temporelie de la realisation du schema. En cas d'incident it alerte le moniteur
schema. lederoulement du schemaa demand& plus de temos que prevu: on est en retard. it vaf'alloircombler
ce retard dans les schemas suivants en supprimant ou en reportant les actions optionnelles ou momns
urgentes. II yadonc fonctionnement parailleeavec le moniteur script mais fonctionnement plut6t sequentiel
avec les moniteurs schema et evenement du fait qu'il y a attente dle reponse pour continuer le
trai tement.

6.2.4 Le moniteur dvenement local contient l'expertise pour le traitement des incidents. Son
activite se decompose en deux phases successives: diagnostic et generation de traitement. Les incidents
peuvent etre de deux types:

- Le resultat ramene est different de celui attendu.
- L'executlon de [action en cours a ete interrompue.

Le moniteur evenement est capable pour chaque schema de retrouver rapidement lensemble des
incidents pouvant survenir A un instant donne. car I I tient compte de I'historique du schema pour actual iser
dynamiquement cet ensemble et ne pas s'encombrer d'evenements improbables. La phase de diagnostic est
alors simple et rapide et reflete bien Ia demarche du pi lote. Le moniteur evenement statut sur la gravite de
['incident et si celu i-ci depasse ses competences le niveau global est alerte.
Le moniteur evenement possede pour chaQue evenement un ou piusieurs sous-schema de traitement. it
etudie alors les possibilitddinsertionavec lemoniteur temps local (si Ion manquede temps on prefereraune
solution moins optimale mais rapide). Si le traitement n'est pas possible dans le schemacourant le niveau
global sera alerte. on lui transmettra le traitement select ionne qu i devraetre inserer dans le schema suivant.
Un exemple d'accommodation locale est presente en figure 3
On retrouve le parallelismeentre lacontinuite de l'execution presente par lemoniteur script et la preparation
du futur plus ou moins proche a partir du passe par les moniteurs evenement. temps et schema.
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6.3 Le nlveau global

It modelise ['execution du plan elabore lors de [a preparation. If contient la sequence des schemas
select ionnes pour sat isf aire aux differents objectifs du planet contrOle le niveau local. I I dolt etre capable
d'accommoder le plan nominal en fonction de la situation reelleet eventuellement de replanification plus
profonde. Son architecture est calquee sur celle dlu niveau local.

6.3.1 Le moniteur plan y joue un role analogue Acelui du moniteur schema pour le niveau local. I I
manipule le contenu notionnel du plan. c'est A dire les connaissances d'univers de Ia mission.
It est tenu au courant de tous (es evenements importants de ['execution et transmis par le niveau local. 11
decide alors s'il peut laisser agir [a boucle d'auto-adaptation du niveau local ou s'il doit intervenir pour un
traltement plus profond.

LZxznte Une accumulation d'incidents mineurs peut etre le signe precurseur d'une situation grave.

11 possede dans son contenu executoire la sequence des schemas qu'il a selectionnes lors de Ia
preparation. 11 actualise continuellement le contenu notionnel des schemas suivants en fonction de Ia
situation. seul le schema suivantest completement instancieet pret pour l'execution. En effet il est inutilede
savoir dans le detail ce qu'il faudra faire precisement dans trois branches par contre on devra tenir compte de
tel evenement qui influe sur ses objectifs.

It est aide1 pour ['aspect executoire par lemoniteur execution. pour les aspects temporels par lemoniteur
temps global et pour r'evaluation et le traitement de situations incidentelles graves par le moniteur
evenement global.

6.3.2 Le monlteur execution contient a tout instant le prochain schema pret qui lui est transmis
et actualise par le moniteur plan. 11 transmet ce nouveau schema au moniteur schema des que le schema en
cours est realise.

6.3.3 Le moniteur temps global possede d'une part les memes fonctionnalites que son
homologue du niveau global: HI evalue la duree des phases. le temps potentiel lement disponible. ilI est charge
de faire ten ir lemodif ications du plan dans les contraintes horaires impartie A lami ss ion. I I doit en autre gerer
le passif transmis par le schema en cours et decider ou linserer dans le schema suivant.

ell assure d'autre part Ia gestion des ressources du pilote. En effet une contrainte temporelle importanteest
que Ihomme ne peut executer en parallele plus de deux taches au maximum. 11 va donc falloir partager les
ressources temporelles de notre modele operateur entre la reflexion (niveau global) et ['action (niveau local).
On entend par reflexion les taches de comprehension de situation A partir de l'etude de I'historique et
d'accommodation ou d'elaboration de plan pour anticiper les situations A venir. Sous forte pression
temporelle. letemps alloueaune replanif ication est restreint: on privilegie une solution simple mais rapide.

Cettecontrainte peut. en fait, se reveler etre uneaide dans de nombreuses situations incidentelles ou Ia
recherche de solutions optimales est un probleme complexe.
Le moniteur temps global exerce en continu un controle sur la coherence temporelle de l'activite de
l'operateur.

6.3.4 Le monlteur eveneinent global est charge comme celul du niveau local d'assurer en
liaison avec lesmoniteurs planet temps. l'evaluation d'une situation incidentelle grave remettanten cause le
plan de mission el la selection des traitements pour y remedler. En effet Ia sequence des schemas
selectionnees devient obsolete et une rplanification ou tout au momns une accommodation importante
s'Impose.

Exemple t: Dans le cas de menaces imprevue rendant l'objectif inaccessible. ii y aura replanification pour
traiter un objectif secondaire dont le plan connait deja les cracteristiques dans son conlenu
not lonnel.

Exemple 2: Dans le cas de l'accrochage missile, il y aura abandon du schema en cours pour Ia mise en oeuvre
d'une procedure devitement tbreak, acceleration plelne Post-Combustion.... ) au niveau local et
evaluation de I& situation a partir des connaissances d'univers au niveau global.

Pour ['instant seules des strategies d'accommodation du plan nominal sont implementees.
Une illustration de la mise en ceuvre du niveau global est en figure 4.
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NASA/RAE COOPERATION ON A KNOWLEDGE BASED FLIGHT STATUS MONITOR

G F Butler
Royal Aerospace Establishment, Farnborough, GU14 6TD, UK.

E L Duke
NASA Ames Research Center, Dryden FRF, Edwards, CA 93523, USA.

Summary

As part of a US/UK cooperative aeronautical research programme, a joint activity between the Dryden Flight Research

Facility of the NASA Ames Research Center (Ames-Dryden) and the Royal Aerospace Establishment (RAE) on Knowledge
Based Systems has been established. Under the agreement, a Flight Status Monitor knowledge base developed at Ames-Dryden
has been implemented using the real-time IKBS toolkit, MUSE, which was developed in the UK under RAE sponsorship. The
Flight Status Monitor is designed to provide on-line aid to the flight test engineer in the interpretation of system health and
status by storing expert knowledge of system behaviour in an easily accessible form. In this paper, the background to the
cooperation is described and the details of the Flight Status Monitor, the MUSE toolkit and the MUSE implementation are
presented.

1. Introduction

A major concern during the flight testing of high performance aircraft systems is the timely and efficient monitoring of
advanced avionics and digital flight control systems. These complex systems are crucial to flight safety and require engineering
specialists on the ground to monitor and analyse system status information. Currently, such information is displayed on strip-

chart recorders or CRT screens in the flight control centre and, when a failure occurs, it is difficult for any individual or group
of individuals to assimilate the information in order to identify the probable cause and devise an appropriate response. Often
flights are aborted in cases where it may later be determined that the severity of the failure was overestimated or data misinter-

preted due to time pressure.

To help to alleviate this problem, the Dryden Flight Research Facility of the NASA Ames Research Center (Ames-

Dryden) has investigated the application of Expert or Knowledge Based Systems (KBS) technology to monitoring the status of
aircraft systems, (References 1-3). The resulting Flight Status Monitor (FSM) uses fault indicators from the onboard systems,
which are telemetered to the ground and processed by a rule-based model of the aircraft failure management system. Such a

system is designed to encapsulate the expert knowledge of experienced flight test engineers in an easily accessible form and
hence reduce the time required to respond to failure indications. Currently, the FSM is implemented in Common Lisp and this
version has served as a non real-time demonstrator of the FSM concept. In general, however, the time available to analyse and

develop recommendations when a problem occurs in the flight environment is measured in seconds. Consequently, a KBS
designed to assist in monitoring must also be able to respond in this time scale.

As part of a US/UK cooperative aeronautical research programme between NASA Ames-Dryden and the Royal Aerospace
Establishment (RAE), methods of improving the performance of the monitor to allow effective on-line operation are now being
explored. Under the agreement, part of the Flight Status Monitor Knowledge Base has been implemented using the software
toolkit, MUSE, which was developed in the UK for real-time KBS applications. Over the last 5 years at RAE, there has been a

substantial research effort into the reduction of pilot workload by the use of KBS and the MUSE package is one of the fruits of
this activity. MUSE comprises a collection of knowledge representation languages coupled with a set of supporting tools for
creating, testing and delivering KBS. It is aimed primarily at real-time and embedded applications, which are characterised by

the need to respond rapidly to external asynchronous events during processing. MUSE was originally developed by Cam-
bridge Consultants Ltd. under contract to RAE, although an extended version of the package is now also available commer-
cially.

In this paper, the implementation of the Flight Status Monitor Knowledge Base using MUSE is described. Sections 2 and
3 gives an overview of the Flight Status Monitor and MUSE respectively, while Section 4 is concerned with the development

of the prototype MUSE FSM. The paper concludes with a discussion of several issues raised during the programme and plans

for future work.
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2. The Flight Status Monitor

A Knowledge Based System capable of monitoring the health and status of flight-crucial control systems on high perfor-

mance research aircraft has been developed at the Dryden Flight Research Facility of the NASA Ames Research Center. A

conceptual view of such a Knowledge Based Flight Status Monitor is shown in Fig. 1. The system receives information on the

status and health of the Flight Control System (FCS) from a telemetry downlink. This information is then processed by the

FSM which determines whethet any changes have occurred compared with the previous sample and, if so, evaluates the effect

of these changes. A data-driven foreground loop determines the state of the system and informs the user, in this case the sys-

tems engineer, of the changes and consequences. If a failure occurs, a warning or caution is issued along with information

about corrective or emergency procedures, if required. As a part of this evaluation, the FSM may ask the user questions

regarding the state of the aircraft and similarly a background task allows the user to query the monitor for information on the

FCS state or the rationale used to reach its conclusions. The FSM interrupts the background task when necessary to evaluate

new data, but if the FCS failure and status information has not changed, the system does not re-evaluate the state.

The Knowledge Base contains both aircraft specific rules, e.g.

If AC Power is failed

Then Analog Reversion Mode is failed,

and metarules, the rules that the systems engineer uses to determine the correct action for a failure situation, e.g.

If All Downlink Data is failed

Then there is a Telemetry failure.

The FSM uses these rules to model the failure detection system of the FCS and compare the state generated to that of the air-

craft. If the monitor's conclusions disagree with the aircraft state, a warning is issued and the user is able to ask the system to

resolve this conflict. The conflict resolution is processed as part of the background task so as not to interfere with the higher

priority tsk of evaluating the aircraft status information as it is received.
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2.1 Structure of Flight Status Monitor

The complete Flight Status Monitor consists of several cooperating Expert or Knowledge Based Systems, each with its

own inference mechanism, as shown in Fig. 2. These inference mechanisms are predominantly forward-chaining, data-driven
processes. The Aircraft Sensor and Failure Management (ASFM) expert system uses a forward-chaining mechanism to
model the aircraft failure management system and to deduce conditions of concern or danger based on the failure indicator
information. A Metamonitor expert system identifies situations of concern by detecting conflicts between the deductions from
the ASFM system and the information available from the aircraft failure management system. These conditions are analyzed
further by a Fault Isolation expert system that infers probable causes of conflicts, recommends corrective actions, and issues
warnings. In total, these systems provide detailed status information and perform a function comparable to that of an expert
flight systems engineer.

The System Operability expert system uses knowledge of the system effectiveness and the detailed system status infor-
mation to provide a high-level assessment of the the ability of the FCS to control the aircraft, complete a specific mission, or
function in a given mode. This assessment is performed by a backward-chaining mechanism using hypotheses in an order esta-
blished by the user. The order of the hypotheses is important because it allows the KBS to determine the highest level at
which the system is operable and to provide this information to the user. The System Operability rules are also used to estab-
lish the worst consequences of any additional failure in the Next Worst Failure Monitor expert system. Finally, the Pro-
cedural Aide expert system advises the user on the corrective or emergency procedures to be used when specific problems
have been encountered.
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2.2 ASFM and System Operability Rules

The rules used in the FSM serve to characterize the flight control system of a redundant digital-fly-by-wire vehicle. This
characterization includes a definition of the FCS health and status information, a definition of redundant system elements, a
model of the vehicle's failure management system, and a definition of emergency procedures associated with FCS failures. The
FSM uses several different representations of rules (Fig. 2). Some of these representations are in the form of traditional if-then
production rules. Many of the rules are defined in unusual formats, however, to facilitate definition of the knowledge base and
to increase execution speed of the inference mechanisms. [see Reference 21. Since the MUSE implementation has been pri-
marily concerned with the ASFM and the System Operability systems, the particular rules for these systems are described in
more detail below.

For the kernel of the ASFM Knowledge Base, nearly all the rules depend upon certain basic words or indicators. These
are names used to identify bits in the telemetry stream or flight system time history. Three distinct types of basic words are
used: failure indicators, status indicators, and cross-channel assessment indicators. Failure indicators represent knowledge of
the failed state of aircraft subsystems. For example, in a telemetry stream there may be a bit that represents an input sensor to
the FCS, such as a pitch rate gyro. If this bit is on, it could indicate that the subsystem has failed. Status indicators are similar
to failure indicators in nature, except that they represent the status of particular parts of the system, rather than a failure. In
modem redundant flight control systems, it is not uncommon for each computer to contain an assessment of the health of itself
and the other computers. These are the cross-channel assessment indicators.

Multiple-element indicator rules are concerned with groups of indicators that are similar in function. The primary purpose
of these rules is to accon'modate redundant elements. When these rules are applied, a fact is added to the main system status
repository, identifying the number of failures of the appropriate type. There are two types of multiple-element rules: Intra-
channel rules are used to identify failures of redundant elements within a single channel of the FCS, while Interchannel rules
are used to identify failures in redundant elements within the FCS. Traditional if-then production rules are used to model the
vehicle's failure management system. These rules are also used to model the interconnections and dependencies within the
flight system. Again, two types of rule are used : Intrachannel and Interchannel. These rules use the facts derived from the
basic indicators, cross-channel assessment rules, and multiple-element rules to deduce information about the vehicle's system
state.

System Operability rules are used in general to provide high-level information, not only on the health and status of the
vehicle flight system, but also on the particular control system mode being used. These rules are structured as traditional if-
then production rules and are arranged in a hierarchical manner. Each of the system operability rules is evaluated until one is
satisfied. It then displays the information to the systems engineer. This is the only backward-chaining mechanism in the

Knowledge Based Flight Status Monitor. The consequents of these rules are also used to establish a hierarchical set of
hypotheses for determining the next worst failure condition (see Reference 1).

7 Current Status

A working non-real-time version of the Flight Status Monitor has been implemented in Common Lisp and demonstrated at
NASA Ames-Dryden. The ultimate goal in the development of a Knowledge Based FSM is, however, to demonstrate the capa-
bility of a real-time expert monitor providing "intelligent" interpretation of system status information and to apply this in the
flight test control room environment. A major concern in the development is the capability of operating in real time, since
information is available from the aircraft at speeds of 40-50 Hz and the number of indicators to be processed can be in excess

of 100. The introduction of data structures which improve the real-time performance and yet allow easy modification and
adaptation is seen to be essential for an operational system. In addition, different inference techniques are being investigated

together with the data and rule representations required for more efficient operation. As part of this investigation, a substantial
component of the FSM Knowledge Base has been reimplemented at RAE using the software package, MUSE, which was
specifically designed for real-time KBS development and delivery.

3. The MUSE Knowledge Based Sys!'em Toolkit

MUSE is a toolkit for the development of real-time Knowledge Based Systems, (Reference 4). It comprises a package of
knowledge representation languages, coupled with a set of supporting tools for creating, testing and delivering applications.
MUSE also includes features particularly suited to real-time operations, such as agenda-based priority scheduling, interrupt han-
dling and fast data capture. The development environment for MUSE is the Sun workstation, but it can also be tailored to
deliver prototype systems on compact solid-state hardware.
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The heart of the MUSE system is an integrated package of languages for knowledge representation (see Fig 3). These
languages all share the same set of database and object structures, thus allowing them to be freely mixed within a given appli-
cation. PopTalk, which provides the central component of the package, is a block-structured procedural language which sup-

ports symbolic processing and therefore much of the Al programming style used in languages such as Lisp. It is derived from
the Pop Al language which has been extended to include Object Oriented programming environment in the style of such
languages as Smalltalk, and is implemented in C for compacmess and portability.

Two rule-based languages are provided within MUSE. The first is a Forward Production System, referred to as FPS.

Rule firing is governed by pattern-matches on objects in the MUSE databases and the rule actions may create or modify data-
base objects or may in turn call upon embedded procedural code to perform special actions. Pattern matching is performed by
a modified version of the Rete algorithm used by many production rule systems (see Reference 5). The second rule-based
language is a Backward Chaining System, known as BCS. Like the FPS, it can pattern match on objects in the databases and
can, as a result of matching, modify or create objects, or call procedural code. Unlike the FPS, however, the BCS rules can per-

form searching using a depth-first backtracking strategy, similar to that used in Prolog.

The second major component of the MUSE package is a set of architectural support facilities. With many Al toolkits the

user is restricted to working with a single set of rules and a single database. A key aim of MUSE, however, is to permit the

user to partition the application into a collection of well-defined modules. Depending on the nature of the problem to be tack-
led, a MUSE application can be structured as anything from a single production rule system up to a complex network of

cooperating knowledge sources with both shared and private databases. Also included is a powerful data capture system of vir-
tual channels, which allow access to either real or simulated data streams external to the MUSE process.

FPS - Production System Knowledge Source

Rule Rule
1,pakSystem System

Frame N local local
database database

C5 -[3ackchaiing System Shared Database

Fig.3 The MUSE Language Package Fig.4 Typical Knowledge Source structure

The module structures are implemented by using the support for Object Oriented programming which is built into the Pop-
Talk language. The basic structural element is referred to as a Knowledge Source and, as shown in Fig 4, a standard

Knowledge Source comprises a collection of one or more rule sets each with its own private local database. Separate rule sets
are linked by access to a shared database, which is visible to each rule set in the Knovledge Source. A given MUSE applica-

tion consists of one or more Knowledge Sources, linked by shared access to databases. The control of the scheduling of these

separate Knowledge Sources is carried out by a priority-based "agenda", which maintains an ordered list of tasks to run. The
tasks can be scheduled explicitly by rules or procedural code, or implicitly by monitoring changes in the databases.

Two further supporting packages which are part of the normal MUSE system are a Structured Editor and a Run-time
Browser. The editor provides a convenient window-based editor for creating and modifying MUSE source code. It allows the
source code to be viewed as a hierarchy of modules in a highly structured fashion. It also supports access to unstructured
ASCII files so that code originally developed with a conventional editor can be reused from within the structured editor. The

MUSE editor is specially designed to ease the task of editing large collections of hierarchically nested objects. This is

achieved by exploiting the notion of display folds. Each object on the screen can be shown in either closed form, in which
case only the basic name and type of the object are shown, or in open form, where all the internal details of the object are visi-

ble. By selectively opening and closing objects, the user can view the code at different levels of detail. The second supporting
package, the run-time browser, allows the user to examine the state of the MUSE internal data structures during a run. It also
provides an interface for some other important MUSE functions such as the debugging system.
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4. Implementation of the Flight Status Monitor in MUSE

The FSM Knowledge Base is written in Lisp and, as such, is not immediately suitable to use as input to the MUSE sys-

tem. Furthermore, the part of the Knowledge Base selected for MUSE implementation contains well over 400 rules. Hence,

the potential for transcription errors was considerable and it was decided to translate the rules from Lisp to MUSE format

automatically. This process is described in more detail below. The basic structure of the Lisp FSM system has mapped across

successfully to the MUSE implementation, although it has proved necessary to include an additional rule to perform voting
across three channels. The rules and data have been segmented, where possible, along the lines of the original FSM structure.

4.1 Rule Translation

Compiler techniques and formal grammars were used to generate a parser for the original Lisp code, via the standard Unix

programs YACC and LEX. The Lisp rules were then examined and a specification for a lexical analyser determined. This was
given to the LEX lexical analyser generator which produced an appropriate C program. The original code was th~en further

examined, the underlying grammar was specified in the modified Backus-Naur Form (BNF) used by YACC, and the actions to

be taken at various stages of the parsing procedure were added. This BNF specification was given to YACC, which generated
the C code for a parser for the Lisp rules. The combined lexical analyser and parser were then compiled along with a small

amount of supporting C code to produce the final translator. In operation, the translator is fed with the appropriate section of
the Lisp ruleset and generates MUSE code in a format that can be spliced into a standard MUSE structured editor file.

4.2 Structure of MUSE Flight Status Monitor

Each item of data in the MUSE system is represented by an object. These objects are created once on initialisation, rather

than being created and destroyed dynamically as required, since this could cause a large performance overhead due to garbage

collection. The MUSE objects are divided into four groups: Basic, Intra, Inter and FCS to correspond with the FSM rule

categories defined in Section 2.2. Basic objects represent the failure and status bits and provide the system with the base level
information upon which to initiate the reasoning process. These are triplicated to correspond with the three information chan-

nels of the FSM. Intra and Inter objects represent the partial stages of reasoning. The Intra objects are associated with the

Intrachannel rules and are also triplicated. The Inter objects are associated with the Interchannel rules and are not triplicated,

since they contain merged information from all three input channels. FCS objects represent the output of the System Opera-
bility rules.

The structure of the translated rules was designed to mirror as closely as possible the original Lisp rules, as illustrated by
the example given in Fig. 5. The following points should be noted:

1) The automatic translation process inserts "a " at the start of each item name to ensure that the name commences
with an alphabetic character, as required by MUSE.

2) Values 1 and 0 are used in the MUSE code to indicate on and off respectively.

3) In the MUSE version, the variables beginning with I are "handles" which are used to reference the particular con-
sequents to be changed. This is necessary since items of data are being reused, rather than continuously created

and destroyed.

4.3 MUSE FSM Rulesets

The rulesets in MUSE correspond to those in the original Lisp Knowledge Base with the addition of the Combining Rule

which performs a voting function. Communication between rulesets is managed via shared databases referred to as Notice

Boards. Four notice boards are accessed: the basic nb, the intranb, the inter nb and the fcsnb, corresponding to the object

groups defined above. The rulesets and their relationships to the notice boards are described below. The incoming data

updates are taken from the basic nb, are reasoned upon by the Intra Channel rules and the consequents are then placed in the

intra nb notice board. As there are three data channels in the system, the data in the basic nb and intra nb are triplicated.

The Intra Multi-Channel rules monitor a number of failure and status indicators in a specific channel. Whenever an indicator

is modified, the rule fires and calculates the total number of indicators set in the group that the rule is monitoring. The Com-

bining rule communicates with the basic .nb, intranb and inter nb notice boards and executes a unanimous voting operation

across the three channels. It fires if it has three separate objects, in different channels, having the same name and value. The

Inter-Channel rules are the first rules which operate on the combined output of each of the channels, i.e. on data which has

been generated by the Combining rule. The results are placed in the inter nb for for the final stage of the analysis. The Inter

Multi-Channel rules operate in the same manner as the Intra Multi-Channel rules. Instead of monitoring failure and status

indicators in one channel, however, they monitor indicators for all three channels. Thus, if an indicator is set in any channel

that the rule is monitoring, the rule fires and recomputes the total number of indicators set. The System Operability rules are

the final stage in the reasoning process. They take the output from the other rulesets and generate the system status indicators.

ii i=mod
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44 System Interface

The MUSE FSM system is interfaced to the Sun Unix environment by means of the MUSE block sockets mechanism.
This provides the capability for connecting any data transfer process to the input end of the sockets. The system is configured
to use a total of twelve MUSE data channels, with four data channels associated with each of the three FSM channels. A pair
of data channels is used for each of the status and failure sections, one for setting bits on and the other for setting bits off. The
interface checks that it is only propagating changes and, hence, will not notify the rule systems if the value received is the
same as the existing value.

A support harness has also been developed to allow the user to set or unset failure or status bits in any of the three FSM
channels. This enables, for example, the setting of all the wheels down without having to issue individual weight on wheel
commands for each of the three wheels in each of the three FSM channels. A facility to reset the MUSE system is also pro-
vided to eliminate the need to recompile the FSM code for each run.

Original Lisp Rule

(setq INTER-CHANNEL RULE_8
(make-Production Rule

:Name "AR Condition"
:Kind "Conjunctive"

ANTECEDENTS'(
("AR Mode Computed" "is" "off")
("Monitor Strakes" "is" "on")

)
:CONSEQUENTS'(

("AR Condition" "is" "on")
("deduced AR Mode Indicator" "is" "off")

)
:Certainty 1.0
:Explanation "None given"))

Translated MUSE Rule

/* Inter Rule 8: . AR Condition *1
I NASA explaawn - None given

If
if

there Is an item
-Mane "a ar mode computed",
-channel "I.,
-value 0

and
there Is an item

-mame "a monitor strakes",
-channel "i",

-value I
and
there Is an item 10,

-blame "a a condition",
-channel "i"

and
there Is an item I ,

-mame "a deduced armodeindicator",
-channeli

then
assert (item 10 -value 1)
and
assert (item It: -value 0)
and
do (

printf('Rule Inter Rule_ & AR Condition has fired);

Fig.$ Example Lisp and MUSE rules
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5. Discussion

Although many of the features of the MUSE package were not tested by the FSM implementation, the flexibility of MUSE
in handling different knowledge representations was demonstrated. The variety of rulesets involved in the FSM Knowledge
Base were all successfully convened into appropriate MUSE structures. The Flight Status Monitor, at over 400 rules, is the
largest system yet implemented in MUSE at RAE, but apart from a requirement to increase the size of certain system buffers,
few adverse effects were experienced.

The need to devise a special-purpose translator to convert the original Lisp rules to MUSE format, is symptomatic of a
general problem in comparing the performance of different KBS development environments. As yet, there is no standardisation
in the way that essentially the same knowledge is expressed in different systems. With small systems, manual translation is
feasible, but as the size of the Knowledge Base increases, automatic translation becomes essential. In general, the development
of such translators demands a high level of skill and a considerable commitment of resources. On this cooperative project, for
example, well over 50% of the effort supplied by RAE was devoted to the development of the translator.

In order to assess the performance of the prototype MUSE implementation of the FSM fully, further analysis of the initial
conditions and of representative failure modes is required. Since the MUSE rule system is only invoked when an input data
item changes, there is no difficulty in maintaining real-time performance in this state. When the input data changes and the rule
system is brought into play, however, the analysis time has been found to be generally less than 1 second. This is short enough
to be acceptable to a user, but still longer than the time between successive data updates. A more detailed consideration of the
foreground/background task management aspects of the FSM and its potential interaction with the MUSE prototype is needed
to resolve this issue.

6. Concluding Remarks

The application of Knowledge Based Systems technology to flight test status monitoring is particularly appropriate. The
monitoring task is manpower and information intensive and is fairly well understood. The capabilities of such a system to
monitor data downlinked from the flight test aircraft and to generate information on the state and health of the system for the
test engineers provides increased safety during the flight testing of new systems. Furthermore, the Knowledge Based Flight
Status Monitor gives the systems engineers ready access to the large amount of information required to describe the aircraft
system, thus enhancing engineering capabilities in both understanding and developing complex systems.

The time available to analyse and develop recommendations when a problem occurs in the flight environment is usually
measured in seconds, however, and hence a Knowledge Based System designed to assist in monitoring must be able to respond
in a similar time scale. The implementation of a substantial part of the Flight Status Monitor Knowledge Base in MUSE has
demonstrated that this time scale can be met, although a considerable amount of further work would be required to integrate the
MUSE FSM with other elements of the flight monitoring system into a fully operational online facility.

Both NASA and RAE have a continuing interest in the application of KBS to the monitoring of advanced avionic systems,
and this joint project has brought benefits to both. RAE have been able to evaluate MUSE on a much larger Knowledge Base
than those used for previous tests, while NASA now have access to a flexible and efficient implementation of part of the Flight
Status Monitor, which offers wider development opportunities for the future. Further cooperative activities in this area are
currently being planned and are expected to focus on some of the verification and validation issues pertinent to the intrAuction
of Knowledge Based Systems into the flight environment.
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Abstract:

We present the realization of a rule based supervisor which ensures the good performance and the robust behaviour of a non

linear Kalman filter. Together with the description of the functional architecture of this supervisor, we explain the different sources of

knowledge at out disposal and how we used them to program the rules. We analyze the typical characteristics of the Real Time Expert

System which is the heart of the supervisor, and also how the emission of actions in real time led us to select an original tool to generate

the Expert System. Rules and results are presented, they are applied in the case of a navigation filter for satellites and show considerable

improvements in performances of the Kalman filter once coupled with the Expert System.

* This work was realized under D.R.E.T. contract 87/464
also at the Laboratoire d'Automatique de Grenoble E.N.S.I.E.G., BP46, F-38402, Saint Martin d'Heres Cedex

I - INTRODUCTION

1.1 Introduction

Applicability of Artificial Intelligence to automatic control theory has been largely studied [AST87, FRA87, GEN87, HIG87,
DUQ88]. Industrial, spatial, aeronautics and now military applications are emerging and confirm a general interest in these new
techniques. However most of them apply to process control which is only one aspect of the automatic control field.

The study we are presenting in this paper deals with the supervision of a Kalman filter (an optimal estimator) by a rule-based
expert system.

The example chosen concerns the autonomous navigation of a satellite based on the supervision of a non-linear Extended
Kalman Filter (EKF) estimating position and speed of the satellite. The filter is based on Kepler gravitational equations and is updated
by discrete measurements of the direction of known landmarks obtained by on-board image processing. These meas-irements are
acquired on a real time basis and are asynchronous (not periodic).

Together with the description of the functional architecture of the supervisor, we explain the different sources of knowlege at
our disposal and how we used them - Dgram the rules.

Specific constraints due to me operation on real time events and the emission of actions in real time led us to select an original
tool to generate the Expert System. We will analyze with the help of some examples the typical caractenstics of this expert system.

1.2 Goals of the study

Our approach is to realize a rule based supervisor which ensures both the good performance and the robust behaviour of a
Kalman filter.

A classical Kalman filter requires that a certain number of mathematical hypotheses on its model, measurement updates, and
associated noises be verified. Should this not be the case the filter would give under-optimal performances or could even diverge.

When an Extended Kalman filter is used or when the Kalman filter is non-linear either in its model or measurements, the
complexity of the algorithms and the limitation of available analytical tools make the determination of the filter behaviour a very difficult
task. It can even be impossible to determine an analytical solution.

Practically the implementation of such a filter in an operational system implies numerous computer simulations in order to
estimate its performances and assure the necessary adjustments.

The problem related to this "trial and error" method is that : 1) it is static, settings are fixed once and for all and at most a few
additional algorithms [constant trace, MID88, JAZ68] with fixed parameters are used, 2) all disturbances are not taken into account in
the model, and if they were it would rapidly become very difficult to integrate them into a classical program.
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We think there is an interest in using an expert system that scrutinizes and adapts the parameters of the Kalman filter
subsequently to the interpretation of a situation. This intelligent adaptation of the filter makes it more robust, give better performances
and be able to deal with complex situations.

In our application we considered different disturbances which could destabilize the filter:

- a modeling error, the on-board model can be for reasons of computing load restrictive compared to the reality (non-linearities, or
simplification of higher order terms),

- unmodeled variations of the parameters of the dynamic model,

- false measures which give wrong updates,

-a sudden and inopportune disturbance bringing a sudden change in the state vector,

- a disturbance of visquous type,

-a noise on the model with abnormal spectrum and level,

- biases on the measurements ...

1.3 Architecture of the system

To ensure proper functioning of the filter an on-line action on the parameters is necessary. This action can be decided after a
diagnosis of the problem has been inducted ; further actions and a finer analysis can also be undertaken. Different strategies can be
implemented but must remain general and flexible in order to take into account both uncertainty on the type of disturbance and its time of
arrival.

A general schematic gives further insight on the proposed architecture:

Real time

PROCESS KALMAN FILTI rOTOLZ

DIAGNOSTIC AM
ALGORITHMS

The process ( in our case a simulation of the trajectory of the satellite and of the landmarks sighting ) emits the measurements
toward a gate control which checks their validity before sending them to the Kalman filter.

A series of diagnostic algorithms analyzes in real time different parameters outgoing from the Kalman filter and generates initial
facts. These facts trigger the inference process realized within the Expert System. Eventually some newly created facts will trigger one
or several "control algorithms" which adapt the filter.

The library of control and diagnostic algorithms serves as an interface between symbolic data on the Expert System side and
numerical data handled by the filter. As indicated below the algorithms vary from the setting of a simple threshold to sophisticated tools
of Automatic Control.

1.4 Sources of knowledge

The knowledge at our disposal (formalized as rules within the Expert System) can be broken down into three categories:

a) Rules that rely on the knowledge of the Kaiuan filter

They characterize our knowledge relative to the "behaviour" of the filter. They will allow, in particular, to analyze innovation
residuals in order to detect abnormal updates or the occurence of a perturbation.

b) Rules that rely on a physical knowledge of the process

They translate our knowledge about the physical laws underlying the observed phenomenon. For instance, in our application, we
know that th,- energy of the satellite is necessarily decreasing if the effect of the drag is augmented.

e) Rules that rely on the experise acquired

Those rules represent shallow knowledge compared to the preceding ones. They result for example of the observation of the
behaviour of the filter after having imposed new settings (various experiences with different simulated disturbances show for
example a relationship between time of convergence and increase of model noise covariance, or evolutio of performance with time
and duration of those settings). They characterize our knowledge about the behaviour of the sytem obtained by numerous computer
simulations.
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2 - THE RULE-BASED SUPERVISOR

2.1 Functional organization of the supervisor

The functions of the rule-based supervisor can be divided into five parts:

a) Elaboration of a criterion

Before any reasoning the expert system elaborates a criterion which depends on the specific situation. Adapting the criterion
facilitates the task of interpretation.

Experimentation and expertise allowed us to select the best criteria depending on the situation (context). For example, when trying to
detect or identify a model disturbance (shock, visquous force ) the time derivative of the estimated energy was chosen. In opposition
when trying to detect a permanent error on the measurements or false updates, simple reasoning on the residual innovation was
preferred.

b) Monitoring

The evolution of the different criteria is continuously monitored in order to detect abnormal behaviour of the filter, identify a
disturbance or analyse in a finer way a diagnostic already suggested.

For example, tracking innovation residuals of the filter taking or not into account the precedent update (rule explained further on)
allows the detection of false measurements. Also a negative time slope of estimated energy immediately followed by a positive slope
is significative of a shock in the direction of the speed vector of the satellite.

c) Identification

A first or gross interpretation assured by monitoring can be further refined by calling different algorithms which will confmn or
disprove the previous diagnostic(s).

Confirmation helps estimate more accurately the state of the filter, the type of the disturbance, its intensity or time of application. It
usually utilizes final decision algorithms and necessitates fine tuning of those. Adaptative tuning of algorithms is a very powerful
way of refining a diagnosis, sometimes complementary algorithms may also be used.

When the results of the algorithms called to refine the analysis of the perturbation are not consistent with the hypotheses the original
diagnostic is cancelled. In that case the interpretation phase takes over again.

d) Correction

Once a disturbance is coarsely or finely identified, it is necessary to adjust the filter. There is usually a two stage analysis.

In a first stage, when the disturbance has been coarsely identified, which means that it has been detected and roughly classified, an
immediate action on the filter is triggered. It consists of a very coarse adaptation of the filter like multiplying the covariance of the
model or measurent noise by a set factor, which is based on off-line expertise. This correction doesn't assure complete optimal
correction of the filter but at least allows for better overall performances and augments the speed of convergence. This last fact is
pertinent for further analysis because future state estimates will be closer to reality.

In a second stage, when the disturbance has been more finely identified, and if further adaptation of the filter is deemed necessary,
more radical modifications of the filter are undertaken. For the case of satellite navigation it meant, for example, including in the
dynamic matrix of the filter the model for atmospheric drag with the correct coefficient if such a perturbation had been identified.

e) Verification

After the Kalman filter has been corrected rules are used to verify the good adequacy of this correction with reality. For example
after correcting the dynamic model of the filter in order to take into account a presumed visquous force (that was identified by the
Expert System), the Expert rules verify that : 1) the time slope of the energy remains negative, and 2) the slope corresponds to the
predicted evolution of the perturbation when correction is taken into account.

These verifications allow the expert system to "forget" the disturbance and start with a new set of criteria which will eventually allow
the detection of other disturbances or an abnormal behaviour of the filter.

The schematic below resumnes the above described functions.

EABICATION CRETOV Ie
I-ERRCAM-] H H I' -------------------------

Exetsyir
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2.2 Description of the algorithms

The main algorithms used by the Supervisor are the test of Page-Hinkley [BAS86], a multimodel analysis similar to the
multimodel adaptative filter test used in [GRIM88], an algorithm that checks the coherence of the filter updates based on comparison of
innovation residuals with or without update,the "Constant Trace" algorithm which ensures a constant value for the trace of the matrix of
the covariance of state estimates errors,... Numerous other algorithms simply consist of the thresholding of numerical data, the setting
of parameter of the filter, or the modification of the dynamic matrix.

We describe below two algorithms used for identification.

a) Deection of false measurementi

This algorithm allows the detection of false measurements, inconsistent with the current estimated position of the satellite.

The idea is to consider two filters, one which takes into account updates, triggered as soon as a problem is detected (filter 1), and
one which doesn't take into account any update, starting also when a problem is detected for the first time (filter 2).

A problem is detected when the innovation residual is bigger than what expected without false measure (typicaly < 4.10-4 rd in our
case). Starting from that moment (u) the two filters described above are propagated until next update (u + 1). Then, if the innovation
residual of filter 1 is bigger then a certain threshold while the innovation residual of filter 2 is smal than a second threshold, a false
measure is said to b confrmed at update u ; if both innovations residuals are bigger than the two thresholds, then u and u + 1 are
considered as possible candidates for erroneous measures but cannt yet be confirmed as such. The idea is to wait until innovation
residuals of filter 2 becomes smaller than the prescribed threshok.

The algorithm generates a couple of boolean values describing the state of the innovation residuals of the two filters. Expert system
rules reason on successive couples of values in time and consider particular cases (as for example rule MESAPO2 described in
chapter 3).

When false mesures are confirmed, all measures preceding confirmation and following first detection aem eliminated
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b) Muflimodel m O analys s

This algorithm consists in running N Kalman filters in parallel, affecting a probability to each of the resulting innovation residuals
and finally in choosing the best filter according to the evolution of the probabilities and comparisons between them.

The probability chosen is the Bayes estimate obtained from the innovation residuals:

Pi(n) * P (y (n+1) / Hi, In),(1) Pi (n + 1) ..... . .. . . ........ .. with
N
£ Pj (n) * P (y (n+l) / Hj, In)

j=l

exp (- 0.5 * Pj (n+l)t * Vj (n + I)-1 * Pj (n + 1))(2) P (y (n + 1) / Hj, In) =. . . . ..... .. . ... . .. . . .... . ...

(2 x)/'2 * det (Vj (n + 1)) 0.5

This probability estimation is completely described in Basseville's book [BAS861.

The smaller the innovation residual, the better the model estimate and the closest the probability to one (see (2)).

The algorithm consists in testing different filters, selecting the one which appears to best represent the underlying phenomenon. This
selection uses the probability criterion above described
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For our Supervisor (in the satellite navigation case ) this algorithm is used to refine our knowledge of the perturbation when an
evolution of the drag is detected. The Page-Hinkley test gives us a good approximation of the time of appearance of the perturbation.
The value of the time slope of the estimated energy is a coarse indication of the viscosity coefficient. The "Multimodel" test is used to
refine those two parameters The different filters correspond to various viscosity coefficients and various time of appearance centered
around the preliminary values.

Considering the fact that computation of covariance matrix and gain at each update takes a tremendous amount of time, we reduced
the computation load by reducing the number of tests, by using filters with no updates who were only propagated, and by
calculating a mean covariance for all filters. The resulting bad convergence of the Bayesian probabilities implied a slight modification
of the preceding algorithm by introducing a power coefficient a in (2) which reduced the sensibility of the method. In most cases a
was first chosen to be equal to 0.3 and was upgraded to 0.6 when the analysis was refined with fewer models.

The mechanism of decision is done by rules and concerns the 4 biggest probalities at each update. Corresponding rules are described
in chapter 3.

The following diagram illustrates the method:

----[ ILERN-1 I BAYES I

best
RULE BASED DECISION model

Pi (k)

We note that the algorithm works both with values stored in the past and with incoming future values (but with limited depth of
search in time).

2.3 Constraints on the Expert System and solutions

The different functionalities required by the supervisor implie that certain constraints on the expert shell used to develop it be
verified.

- The Expert System must communicate in real time with an outside process ( in our case a computer simulation ). The facts generated
( outputs of the diagnostic algorithms ) must be dated to enable the Expert System to take into account time in its reasoning. It is
useful to have a datation mechanism of facts which is intimately related to the shell and doesn't have to be managed explicitely by the
user.

- It must be possible to include time constraints within the rules. In our application the rule "ENERGIEMOINS_FROTIEMENT"
( see § 3.2 ) checks that the fact "energy slope < set value" is true for at least 2000 sec. before being triggered.

- For the final application (on board filter) reasoning with time implies the synchronisation with a real clock. In our case, for
simulation purposes, a virtual time mode is needed. The simulation explicitly defines the time progress.

- The supervision process must work continuously over time, which implies specific management t, ne facts base. The garbage
collection of dated facts should not intrupt the reasoning.

- Whenever a new fact is created the E.S. should check if this fact does not alreadt exist and is currently valid ( as indicated by the
validity interval associated to the fact ) This prevents triggering several times the same rule.

- In order to avoid a saturation of the facts base while being able to operate on past facts an "obsolescence date" should be associated
with each fact. Once the real or virtual time has reached this date the fact is automatically eliminated.

-The acquisition of new facts must be taken care of at any time, occasionaly interrupting the reasoning.

- In some cases these new facts must trigger prioritary rules and thus suppress the current inference. In our Supervisor checking the
validity of a new update stops, for example, a diagnostic phase.

CHRONOS* is a shell that satifies all preceding constraints. It is a real time expert shell which allows real-time firing of rules
uppon reception of a new fact, it allows datation of facts and has internal mechanisms to manipulate dated facts. The concepts of
priorty, obsolescence, invalidation, time intervals and overlapping are all inherent to this expert shell.

The first order logic (with logical operators no, for any, exists, loop, ...) and right hand procedural language (allowing communication
with othe lanages) is very useful to reduce the number of rules, assure a better reading and, most important, assure a very flexible
maintemue of the knowledge base.

We found it very easy to modify the rules. Internal dictionnary and automatic graph maintenance allowed accelerated development. The
70 rles were bia on a one rule-one day bu.

*CHRONOS is a product that was developped by EURISTIC SYSTEMS and SAGEM.
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3 - KNOWLEDGE DESCRIPTION

3.1 Structure of the knowledge base

The knowledge base is broken down into four classes.

-Seritude rules (12) :

These rules concern the creation of the facts from the simulations results. These facts can be the value of the filter parameters (as the
innovation residual, state vector, covariance matrix), or the result of certains transformation (e.g. energy estimate, covariance and
slope).

- Measurement rules (6):

These rules are used to detect erroneous measurements and permanent oscillations on measurements.

-Diagnostic rules (30)

. Multimodel
These rules call the "multi model algorithms". They allow the deduction of the date of appearance of a visquous type disturbance and
the determination of its intensity.

* SeOrtming
Those rules determine the optimal tuning of the measurement and model noise covariance after a model disturbance.

* Evolution of energy
Those rules allow a first classification of the disturbances (i.e. stable energy, decreasing energy, increasing energy) and permit their
identification (caracteristic signatures of shocks and visquous forces, recognition of an oscillating energy caracteristic of an inertial
thrust type).

- Control rules (15):

They act on the filter parameters, or on the diagnostic algorithms themselves:

rule for tuning of Q ( model noise covariance),
n rule for tuning of F ( dynamic matrix ),
r rule for tuning of R ( measurement noise covariance),

* rule to eliminate erroneous updates,
* rule to modify the filter parameters (page Hinkley threshold, multimodel power coefficient),
* rules for going backwards in past and modifying filter parameters.

3.2 Examples of rules

We present two diagnostic rules.

1) The rule ENERGIE MOINS FROTTEMENT is fired when the energy decreases for more than 2000 sec., providing that no
correction was done on Ue filter for the last four updates. It puts back Q to its nominal value and autorizes a finer diagnostic of the
perturbation.
The fact "valeur (energie totale) = decroissante" ( decreasing total energy ) results from a computation on the estimated energy.
The expression "clock > !tel + 4 * !ir" ( !ir is the period between two updates equal to 500 sec., clock is the current date, and !tel
defines the beginning of the logic appearance of the event "valeur (energie totale) = aecroissante" ) imposes that the fact "the energy
is decreasing" has been true for at least 2000 sec..
The condition part of the rule also checks that there has been no correction for 4 updates with the expression "clock > =!t3 + 4
* !ir" and that no shock diagnostic has been started during the last 10 updates with the expression
"no (exists recal (choc - ou - frottement) = !rcf [!t5, !t6] such that !nact - !rcf < 10)".

rule ENERGIEMOINS_FROTfEMENT:

m soon am

numero (recal) = Inact;
variation (energie.totale) = decroissance [!tl, !t2 (!tel, !te2)
pente (energie.totale) = !pet;
pente-ourante (energiejtotale) = !pcet;
correction (frottement) = vrai [It3, It4l;
intervalle (recalage) = Iit;
dock >= !t3 + 4 * fir;
dlock < It4
dock > = !tel + 4 * lir;
It2 = te2;
no (exists reWi (choc..ou frvtement) = !rcf [!iS, !t6 such that !nact - Ircf < 10);
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then

recal (detection-frottement) !nact;
recal (petit__Q) := !nact ;
valeur.probable (frottement) :=5.0e+7 * (lept - !pcet) / (3 *ir)

end rule;

2) The rule MESURE ABERRANTE (erroneous measurement) is used to cancel an isolated erroneous measurement, that is one
which appears onlyin one update; the high innovation residual corresponding to a potential false measurement, when detected,
creates the fact "mesapo (recal) = true".

The fact mesapo (recal) = t [!tl, !t2] and clock > !t2 allows the rule to be fired only when the event "erroneous measurement"
disappears.

The duration of one update is expressed by numero (recal) = !n [!t5, !t6] with !tl = !t5 and !t2 = !t6.

The fact numero (recal) saves the differents update numbers. When the rule is fired, it suppresses the corresponding update by
assigning the (n + 1) th update to the nth in the facts base and in the filter simulation (call function).

Evolution of the fact "mesapo (recal)" (internal representation):

t

-m f f -l- i I isolate erroneous measurement

f
erroneous measurement on 3 updates

,t :--'-.rrv; /
I I . three intervals are successively

t ........... /created with the time value, each

one invalidate the previous
r ! t ...... .. /

f . D or infp means infinity
n n+l n+2

The rule also stops all multiple model reasonning that would have been triggered with the fact "arret (multimodel) -vrai".

rule MESAP02

as soon as

mesapo (recal) = t !tl, !t2];
coeff vrais (recal) = !cv [!t3, !t4];
numeT (recal)=! n [!t5, !t6];
clock >= !t2;
!tl >= !t3;

t4 >= !t2;
t5 =!tl;
t6 = t2;
!cv<0.5;

then

!x:=2;
!nact :=!n + ;
!revonse := ar;
call "comkalm.exe" (!x:in, !reponse:in, !n:in, !pdd:out);
point (dialogue) := !pdd;
numero (recal) := !n [! 5, infp];
temps (!n) := temps (!nact) ;
mesapo (recal) := f [!t5, infpj;
!cvr := coeffvrais (recal) ; coeff vrais (recal) := !cvr [!t3, infp];
!incr := incertitude (recal) ; incertitude (recal) := !cvr [!t3, infp] ;
!incr := ecartangulaire (recal) ; ecart_angulaire (recal) :=!e [!t3, infp];
arret (multimodel) := vrai [clock, clock + I];

end rule;
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3.3 Session example

The session presented here shows the behaviour of the expert system in the case of two disturbances, shock and visquous
force, which are described on the left figure. This figure shows the evolution of real and estimated energy, the two diagnostics, shock
and visquous force, are identified by (1) and (2).

The right figure shows the energy slope used as a criteria for detecting and identifying the disturbances

-29.108 -29.1658.88

-29.113 -29.113 8.8883

-29.117 1-29.117 8.8881.

-2 _____.125______-29___ ... 2-.... ... ..

8 38 go so 128 15 Is 38so9 128 ISO

Session output:

EXE~RTYSEMESAES )INTRYCMET

Le recalage 24 est valide au temps 16050

.The update 24 has been validated, but a decrease of energy is detected. The fact "pente (energie-totale) =-1,7. 10-
4' created by the rule 'DEUXIEME_-POINT_-DEDIALOGUE" fires, the rule 'ENERGIE...DECROISSANTE", which
creates at date 16050 the fact "variation (energie..totale) = decroissante'. Consequently, rule GRO&.Q is fired,
which triggers a one hundred time increase of the model noise covariance.

Une perturbation a ete detectee au recalage 24 par une forte decroissance del'energie: difference de
pente =-l1.3747340E-04. On regonfle Q drun facteur 100: nouvelle valeur de Q = lOOOOe-l15.
Le recalage 27 est valide au temps 18150.

The 'ENERGIE_-MOINSFRO'ITEMENT"'rule is fired 2000 sec later subsequent to the fact that the energy slope
remains negative ( this one indicating that the disturbance detected at update 24 was probably an additional visquous
force of intensity 1.7582.10-4 SI ).

L'energie totale decroit depuis plus de 2000 secondes (TO + 16050.00). Un
multimodele identifie I est donc lance entre les recalages 11I et 20 autour de la valeur
1.758 1955E+O0e-9.
Its coefficients de frottemnent testes sont :8.7909775E+O0e-9, 3.5 1639 I0E+O0e-9,
I .7581955E+O0e-9, 8.7909775E-Ole-9, 1.758 1955E-Ole-9,
LA perturbation Ia plus probable du multisnodele 1 est la perturbation 6 appanie au
recalage 11, avec: une probabilhte de 9.5920607E-02. Q est remise a sa valeur courante

100e- 15 le recalage 28 eat valide au temps 18825.

Firing of the rule 'ARRET_ETLMULTIMODELE' consecutive to the determination of a null viscosity coefficient.
This rule stops all multimodels algorithms.

ILe frottement relatif est nul => la perturbation nest pas un frottement.
Le frottement Ie + probable est nul => interruption des multimodeles en cours.
le recalage 29 est valide au temps 1955,
le recalage 30 est valide au temps 20275,
le recalage 31 est valide au temps 20975.
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New firing of a multimodel analysis (identified 2) four updates after the multimodel identified 1 (update 27),
consecutive to a persisting decrease of the estimated energy.

L'energie totale decroit depuis plus de 2000 secondes (TO + 16050.00). Un multimodele identifie
2 est donc lance: entre lea, recalages 11 I e 20 autour de la valeur 4.7014206E+00 c-9 .Les
coefficients de frottemrent testes sont: 2.3507103E+Ole-9, 9.4028413E+00e-9, 4.7014206E+O0e-
9, 2.3507103E+00e-9, 4.7014207E-Ole-9, Oe-9. La perturbation la plus probable du multimodcle
2 est la perturbation 3 apparue au recalage 20, avec une probabiliue de 1.2010048E-Olle recalage
32 eat valide an temps 21000.
La pertuirbation la plus probable du multimodele 2 eat la perturbation 3 apparu au recalage 18,
avec une probabilite de 1.9741303E-01
Le recalage 33 est valide au temps 21675
LA pertubation in plus probable du multixnodele 2 est in perturbation 3 apparue au recalage 18,
avec une probabilite de 3.0650529E-01
le recalage 34 eat valide au temps 22375
La perturbation la plus probable du multimodele 2 est ha perturbation 3 apparue au recalage 19,
avec une probabilite de 2.6336715E-01
le recalage 35 eat vatide au temps 23075.

When examining the previous results ( probabilities ) of the multimodel test for the four last updates, the
"STABLEOU_OSCIULANT"'rule determines an "oscillating" result, and decides to fir another multimodel analysis
(rule "ENCO)REUNJAULTIMODELE").

Apres 4 recalages, le multimodein 2 n'ayant pas determine la pertubation, un multimodele affine,
identifie 3, eat lance entre les recalages; 16 et 21
Les coefficients de frottement testes sont : 4.7014206EtO0e-9, 4.1 137430E+O0e-9,
3.5260655E+O0e-9, 2.9383879E+00e-9, 2.3507103E-.O0e-9, Oe-9
La perturbation la plus probable du multimodele 3 est la perturbation I apparue au recalage 21,
avec une probabilite de 2.1264811 E-0OI
le recalage 39 eat valide au temps 25200
La pente de lenergie redevient supericure a sa valeur courante avant la perturbation. Celle-ci etait
donc un choc: au recalage 24, et non un frottemnent comme annonce au recalage 3 1. => la detection
de perturbation n'est plus possible jusqu'au troisieme recalage suivant Ia stabilisation de ce choc.
La direction du choc detecte au recalage 24 reste a determiner.
Le frottement le plus probable eat nul => interruption des multimodeles en cowrs

Interruption of the current multimodels analysis because a positive slope of the estimated energy implies that the
disturbance cannot be a visquous; force ( conclusion of rule "ENERGYMOINS_CHOC" ). Taking into acount the
abnormal null result of the previous multimodels; analysis it is deduced that the cause of the disturbance is a shock.

le recalage 40 eat valide au temps 25900
La direction du choc detecte an recalage 24 reste a determine.
in recalage 43 eat valide au temps 28025.

End of diagnostic of the first disturbance. Determination of the direction of the shock by the rule
" SENSJ)UCHOC".

Consecutive to the firing of the rule "MESAP02", corresponding to an erroneous measurement, disturbance detection
is inhibited for 10 updates.

Firing of the "ENERGIEDECROISSANTE" rule, consecutive to a negative energy slope, increasing model
covaniance by a 100 times faictor.

Firing of the "ENERGIEJVIOINS_FRO'TEMENT'nrue.

The rule "STABLE_OU_OSCILLANT" decides that preceding results are stable, and fires the two rules
"MULTIMODELE FIN" and "MULTIMODELE 3'RAIMENTFIN" in order to have a finer assessment of the
viscosity coefficient.

Comparaison of results of the two fine models analysis concludes to a viscosity coefficient of intensity 6.36 x 10-9.
The rule "EN VOIE-FROTTEMEN"I" corrects the filter in consequence and increases the model covariance by a 10
times factor in order to ipoe convergence.

End of diagmotic of the seconid disturbanc. The Expert System verifies that the estimated energy slope corresponds
to the determined viscosity coefficient.
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4- RESULTS

The simulations were realized in FORTRAN on a SUN 4 WorkStation. Software modules include trajectory generation,
disturbances and measurements simulations, extended Kalman filter implementation and a library of algorithm routines both for
diagnostic and control. Rules were implemented with the help of the Real Time Expert System shell CHRONOS, which allows use of
first order logic.

We chose the case of a low orbit satellite, typically a satellite with perigee of 400 km and an excentricity of 0.01. Landmark
sightings were taken each time the landmark line of sight was less than 270 from the local vertical : it corresponds to a 600 s mean time
interval between updates. Modeling errors were assimilated to a 5 A.g random white noise and measurement errors on the direction of the
line of sight taken equal to 20".

Six types of disturbances were considered:

-frontal shocks (direction opposite to the velocity vector ofthe satellite),
-non-frontal shocks ( for example an unwanted thrust during an orbit maintenance maneuver),
- visquous force ( due to drag ),
-inertial thrust of long duration ( due to the effect of solar radiation),
-false measuements ( due to an error in the landmark recognition algorithm),
- sinusoidal perturbation of measure (due to thermal distorsions in the landmark sensor).

The shocks were taken between 0.1 and 50 gg with a time duration comprised between 25 and 50 s. They correspond to
typical satellite orbit corrections. Visquous forces correspond to unpredictable solar activity which modifies drastically the density of
atmosphere, they have amplitudes comprised between 5.10-10 and 5.10-8 SI (0.5 gg to 50 .tg). Inertial thrust corresponds to solar
pression of radiation, we chose values between 10 and 200 jtg with durations comprised between 5000 and 15000 s. False
measurements were rated to be able to attain 30 km and were able to have up to 30 % occurence, the occurence being parametrizable.
Thermal noise was modelised by a sine wave in the order of one mrd which was overimposed on the measurements.

The filter has been nominally set with a compromise between robustness and precision. However the range of the possible
disturbances is too important to avoid the divergence of the filter without Supervisor.The values chosen for model and measurement
noise covariance are respectively 10-13 (kn/s2 ) and 2.10-8 (rd)2 .

Performances with and without the Expert System were compared for each type of disturbance taken seperately and for
different intensities. The combination of several disturbances was then simulated and performances were again evaluated. The table
underneath resumes some of the experiments :

WITHOUT EXPERT SYSTEM WITH EXPERT SYSTEM

Peak Performance Time of convergence Peak Performance Time of convergence

Affitude shock (10O- 1 mg)

+5.10 "6 I peaks at 190 m / 417m peaks at 145 m 5updates

+ 10- 5  365m peaks at 200 m 8 updates 410m peaks at 120m 6 updates

+5.10-4  18.82 km 140 m 34 updates 18.9 km 110m 19 updates

Frontal shock
5.10-6 800m 180m 12 updates 800m 125m 14 updates

- 5.10-5  8.34 km 125m 16 updates 7km 125m 14 updates

Non frontal shock

+ 5.10 - 6 925m 190m 12 updates 890m 190m 12 updates
1.10- 5  1.78 km 140 m 14 updates 1.47 km 125 m 9 updates

Visquous force (SI)

1.10-9 peaks at 250 m 145m / 250m 145m /

3.10- 9 peaks at 400 m 300m C0 360m 170m 0O

5.10- 9 peaks at 5o m 400m CO 407m 125m 20 updates

7.10- 9 peaks at 725 m 600m 00 470m 125m 10 updates

% of good measures

70% 23 km diverge: (7.7 km) CO 16.45 km (4 peaks) 200 m start of divergence (slow)

75% 22.9 km diverge: (7.4 km) 00 725 Km (I peak) 110m 5 updates

85% 21.6 km peak at 8.36 km CO 7.31 km (1 peak) 100 m 10 updates

The multiple disturbance session described in chapter 3 can also be analyzed in terms of performances (position error with
resie 1 tm):



35-11

Without expert system With expert system

performance en position exprimee en km performance en position exprimee en km

12 Cho rv~j'.4

4 2

a 38 e S8 128 158 8 38 8 8 128 ISO

logarithme lu frottement reel(oi 8) 1oyar 1thme lie la covarlance le Q

-10

-12 ii
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CONCLUSION

Results have been very convincing. The Real-Time Expert System built around an original tool and containing 70 rules of first
order logic has proven to be very robust. We selected different kinds of disturbances, like a variation of the dynamic model (for example
atmospheric drag), the rapid variation of some states (example of a shock), or the presence of false updates. The Kalman filter gave
poor results when no expert rules were applied, especially in the case of false updates or permanent variations of the dynamic model.
But once coupled to the Expert System the EKF showed improved performances both in time of convergence and in absolute residual
error on state estimate.

We have shown that in the case of false updates and when no expert system was used,the error on estimated position attained 7
km with peaks over 20 km. With the expert system the error in position, after having detected and eliminated bad measurements, was
below 120 m. Also with permanent variations of the dynamic model like an atmpospheric drag of 7 jig the positioning error was
improved from 700 m to 120 m. When no disturbance occurs the expert rules can still improve the performances of the filter by
continually adapting the different elements of the filter (i.e. noise and mbdel covariances), the performance thus attains 80 m, without
adaptive control it would be 160 to 200 m.

The use of a Real Time Expert System shell allowed a fast and flexible development of the Supervisor. It is clear to us that the
approach we selected should be beneficial for other applications requiring a combination of a knowledge based system and numerical
algorithms together with real time constraints. Such applications abound in the military domain,in process control, navigation or
decision support system.
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SUMMARY

Advanced high performance fighter and transport aircraft depend on reliable,
accurate, inertially derived data to perform such subsystem functions as fly-by-wire
automatic flight control, fire control, weapon delivery, navigation, guidance, and cockpit
displays. These data are currently obtained from inertial reference sensors which are
essentially dedicated for each major functional application. Future inertial reference
systems must meet the requirements of the functional users and have lower life cycle cost,
increased survivability to combat damage, and improved reliability and accuracy. One way
to meet these requirements is to use the same sensors to provide kinematic data to all
applications. The feasibility of such a system was investigated in the Multifunction
Inertial Reference Assembly (MIRA) study. The MIRA is defined by combined inertial
requirements for flight control, cockpit display, weapon delivery, and navigation
resulting in a common reference package for multiple users. A history of development
activity is shown in Figure 1.

INTRODUCTION

The Multifunction Flight Control Reference System (MFCRS) program was initiated to
develop and flight demonstrate the following flight control techniques of MIRA in a high
dynamics fighter aircraft: (1) use high grade dynamic strapped down inertial reference
instruments as flight control reference sensors, (2) use control laws to compensate for
the effects of clustered sensors (gyros and accelerometers) at non-optimal locations, and
(3) develop redundancy management for skewed and dispersed sensor clusters.

The MFCRS laboratory evaluation was followed by a ground structural mode interaction
test and a two phase flight test program. The objective of the first flight test phase
was to verify MFCRS air worthiness, to compare and evaluate MFCRS flying qualities with
the flying qualities of the basic F-15, to verify proper MFCRS redundancy management
operation, and to verify that MCRS sensors were of navigation quality. Conducted during
February 1984, the Phase I flight test evaluated the MFCRS redundancy management
operation, revealed a low damping problem in the MFCRS Control System response at medium
to high dynamic pressure flight conditions, and verified the navigation accuracy of the
normal and skewed sensors. When the MFCRS low damping problem appeared it became
necessary to account for the differences between expected and actual performance. The low
damping analysis identified the problem to be time delays present in the system. The
second part of the flight test program was conducted in July 1984 with time delays reduced
within the capability of the system without major modifications. The details and results
of both phases of the flight test program, together with the causes of the low damping
problem are discussed in Volume II of this report.

After Phase II of the flight test, changes to the MFCRS hardware and software
structure were identified which would improve system performance and expand the MFCRS
flight envelope. These changes were designed and evaluated as part of the "Enhanced
MFCRS" (EMFCRS) study which began in the fall of 1984. The EMFCRS Program involved the
development, implementation, and laboratory evaluation of the necessary hardware and
software changes to expand the MFCRS flight envelope. Following the laboratory
evaluation, additional flight testing was planned for the fall of 1986 to verify that the
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EMFCRS configuration would result in level 1 handling qualities in both supersonic and
subsonic flight as well as in tracking of target aircraft.

Unfortunately, during ground testing prior to flight in August of 1986, a 22 Hz
structural mode intezaction was found in the control system pitch channel. This mode was
unexpected as it had not been observed previously and was not in the available structural
model. For a successful application of the Multifunction concept, an accurate aircraft
structural model would obviously be required. Different hardware would also be required.

It became evident at the conclusion of the EMFCRS Program (1985/86), that to fully
evaluate the multifunction concept, specially designed hardware and a digital flight
control computer were required. To achieve the Level 1 handling qualities over the entire
F-15 envelope the flight control system using the ring laser gyro/accelerometer assembly
must be designed from the beginning with digital flight control requirements in mind.
Also, modifications must be allowed in both the forward and the feedback loops of the
flight control system, and the digital flight control system must operate at least at an
80 Hz iteration rate to achieve the bandwidth required and to reduce phase lags to a
minimum. At the same time, the Navy was seeking a cost effective approach to test its
ring laser gyro Integrated Inertial Sensor Assembly (IISA) hardware. The IISA hardware
had digital outputs and the sensor block was designed for navigation and flight control,
it had reduced sensor quantization, low dither noise and fast (8 MHz Z8002)
microprocessors. The Ada Based Integrated Control System test aircraft (F-15B S/N
77-0166) had a digital flight control system with mechanical backup and an Integrated
Flight and Fire Control (IFFC) system already on board. The modification of the digital
flight control computer I/O to add the required interface to the IISA sensors was the only
major hardware change required. As a result, the joint ABICS III program emerged.

MCAIR was also involved in evaluating the Ada High Order Language (HOL) in real time
embedded systems applications programs since 1983/84. To take the next step in the
evaluation of embedded systems using Ada, the navigation algorithms and the redundancy
management would now be programmed and flight tested. The test aircraft would now have
Ada software to implement the flight control laws, IFFC, redundancy management of the
flight control sensors, and the inertial navigation. A five channel Global Positioning
System (GPS) would also be on board to help score the navigation performance. Figure 2
shows the aircraft configuration. In September 1986 MCAIR received a contract from the
Air Force and Navy to design and flight test the flight control and navigation system
using IISA sensors and the Ada HOL software.

ABICS III REQUIREMENTS AND DESIGN OBJECTIVES

The MFCRS/ABICS III program requirements called for: (1) the design and
implementation of modifications to the F-15 aircraft test bed; (2) analysis, development
and test of control laws and redundancy management using the IISA sensors; (3) design,
development, test and evaluation of all software coded in Ada; (4) planning and
performance of laboratory tests including hardware/man-in-the-loop tests, and (5) planning
and support of the flight test program at Edwards Air Force Base (EAFB).

The objectives of the MFRCS/ABICS III program were:

- To demonstrate through flight test that navigation quality sensors in strapdown
configuration can also be used as fault tolerant flight control references

- To obtain real world experience using Ada in embedded integrated control systems

- To establish confidence in the viability of Ada

- To determine requirements for software engineering environments

- To obtain metrics of Ada usage

ABICS III ARCHITECTURE

The ABICS III avionics (Figure 3) consists of the baseline F-15 avionics and
instrumentation plus the IISA, DEFCS, IFFC, GPS, and modified CC, but without the F-15
production Inertial Measurement Unit. The avionics systems added for the ABICS III
program consist of the avionic equipment described in the following paragraphs.

Integrated Inertial Sensor Assembly (IISA) - The IISA Advanced Development Model is
an integrated reference and navigation system using strapped-down ring laser gyros (RLGs)
in a skewed configuration that provides navigation, flight control and weapon delivery
capabilities with redundancy levels equivalent to a hexad sensor array. The TISA system
is composed of the following units:
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Inertial Navigation Assemblies (INAs) - There are two INAs in the IISA system.
Each INA contains three RLGs and three accelerometers mounted on a skewed sensor
block and software for navigation and flight control dither filtering. The
navigation software in one INA was programmed in ADA and the other INA was
programmed in Assembly language for comparative purposes. A typical INA is shown
in Figure 4.

Control Display Unit (CDU) - The CDU provides the data display and data entry
interface for the following operations: Navigation parameters, misalignments
angles, RM thresholds, lever-arms coefficients, simulated sensor faults
(programming, selection, initiation and annunciation), RM status, INAs status, FCPs
status, and NAV/FCP processors memory inspect/change. The CDU is shown in Figure
5.

Auxiliary Power Supply (APS) - This unit inputs aircraft power as a primary source
and includes an internal battery back-up mechanism to provide uninterrupted power
(for primary power loss of 7 seconds max.) to both INAs. Figure 6 is a picture of
the APS.

Digital Electronic Flight Control System (DEFCS) - The DEFCS is a programmable flight
control system which can be digitally coupled with outer loop devices during any segment
of the combat mission. The DEFCS system consists of the following avionic equipment:

- Digital Flight Control Computer (DFCC) - The DFCC has the standard F-15 flight
control laws incorporated in software. Modifications for ABICS III were made to
the DFCC as follows: Increased processor clock rate to 10 MHz, added a serial
digital interface to input rates and accelerations from the INAs, and added IISA
redundancy management and flight control software. The DFCC is shown in Figure 7.

- Analog Flight Control Computers (AFCCs) - The pitch and roll/yaw AFCCs were
originally modified for the DEFCS program and contain the analog circuitry required
for the F-15 actuator interfaces. Figure 8 is a picture of the pitch and roll/yaw
AFCCs.

Integrated Flight and Fire Control (IFFC) System - The IFFC system assists the pilot
in air-to-air Gunnery, air-to-ground Gunnery, and Bombing. It comprises a modified
Central Computer (CC), an Avionics Integration Computer (AIC), a Rolm Hawk/32 computer
which issues command signals to the Digital Electronic Flight Control System (DEFCS) to
aid in weapon delivery, and an IFFC Control Panel which provides the interface between
system and pilot.

- Enhanced Avionics Integration Computer (EAIC) - The EAIC communicates with the Rolm
HAWK/32 via the 1553 bus and performs the A-to-D and D-to-A conversions to pass
IFFC information to and from the IFFC Control Panel via an analog interface. In
addition the EAIC is used during on-ground simulation to provide the HAWK/32 with
the necessary flight control feedback signals to perform simulated closed-loop
calculations. The EAIC is shown in Figure 9.

- Rolm Hawk/32 Computer - The Rolm Hawk/32 is a general purpose airworthy computer
that can communicate as a remote terminal on the MIL-STD-1553 avionics bus. It has
a minicomputer styled microcoded CPU and is Ada compatible. The Hawk/32 was
programmed in Ada to execute the IFFC control laws and will communicate (via the
1553 mux bus) with the CC, DFCC, and EAIC to perform to IFFC control functions.
Figure 10 shows the HAWK/32 computer.

- Genesco Magnetic Tape Transport Assembly (MTT) - The IFFC software is stored in a
removable magnetic cartridge which is installed in the Genesco MTT. On power-up
the IFFC software is loaded into the Rolm Hawk/32 processor memory through a serial
interface. Figure 11 is an illustration of the Genesco MTT.

- IFFC Control Panel (ICP) - The ICP is mounted in the F-15 cockpit and is used by
the Pilot to perform the IFFC functions: Power-on, system status annunciation,
on-ground and in-flight OBS functions. In addition the ICP has the IISA couple
switch and annunciator, the GPS power-on switch and the GPS-ON discrete
annunciator. The IFFC Control Panel is shown in Figure 12.

Figure 13 shows the aircraft hardware modifications required for the ABICS III
program. The resulting ABICS III aircraft has the following capabilities:

- Flight Control - All F-15 control laws available with either production or IISA
motion sensors in the DFCC.
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- Navigation - All standard F-15 navigation modes are available using the IISA dual
inertial navigation function.

- Fire Control - All functions are available using IISA reference information in the
Rolm Hawk/32.

- IFFC - Coupling is available in IFFC weapon delivery modes using production F-15 or
IISA control laws in the DFCC.

- GPS - GPS can be used for instrumentation as a reference for navigation position

and velocity. This capability was not tested in our program.

ABICS III RESULTS

The control system for ABICS III uses a digital flight control computer and allows
total system design. Compensation can now be added in the forward or feedback loops. In
order to ensure an accurate aircraft structural model, a structural survey was conducted
on the ABICS III aircraft (F-15B, S/N 77-166). An interesting result of this work was
that this aircraft did not show the 22 Hz resonance seen on F15A S/N 77-139. No
explanation has been found. (Surveys of other Fl5As, Bs, Cs and Ds would be of interest
to characterize F-15 modes.)

Analysis and flight test show that the ABICS III control system has the same
stability envelope as the standard F-15 and it achieved the Multifunction Inertial
Reference goals of providing equivalent flight control system response as the current
dedicated, sensors mounted at nodes and anti-nodes. Figure 14 shows how closely the
F15/IISA response is to F-15/standard sensors.

Pilot comments from the flight test program were that the use of IISA sensors and the
Ada HOL software for the flight control system in the test aircraft was totally
transparent. The test aircraft performed the same with or without IISA or Ada which, of
course, was the goal of the control system design.

ABICS III Navigation Performance - The IISA inertial navigation assemblies
demonstrated that skewed sensors can have the same navigation performance as those aligned
to the aircraft body axes; that the Ada can perform the computations required to process
the inertial navigation algorithms and still have the same performance as assembly
language software; and that skewed sensors can provide accurate inertial references for
weapon delivery.

IISA's navigation performance was better than specified for position error and about
as specified for velocity performance. Figure 15 summarizes the IISA navigation results.

ABICS III Integrated Flight and Fire Control (IFFC) - In ABICS III the previously
developed IFFC system was coded in Ada and programmed into the Rolm Hawk/32 computer. The
IFFC system was designed to help a pilot fly his aircraft, in air-to-air gunnery and
air-to-ground bombing maneuvers, by sending steering commands to the flight control system
(See Figure 16). These computer generated commands provide an attack solution which is
blended in with the pilot's steering inputs. Both the AAG and BMG modes also have an
onboard simulation (OBS) mode built into them, which generates simulated targets so that a
pilot can practice switchology and maneuvering techniques without live targets or
ammunition.

- Air-To-Air Gunnery - The IFFC system makes use of a radar director sight which can
be flown in the normal manual manner using the standard F-15 flight control system
or can be coupled to the IFFC flight control system for automatic tracking. It
uses the F-15 radar to obtain angle and range data to the target.

- Air-To-Ground Bombing - The IFFC bombing mode allows both straight-in and
maneuvering curvilinear approaches to the target. Both of these modes can be flown
either manually or in an automatic (coupled) manner. The maneuvering approach
profile, which was of particular interest in IFFC, can be varied by changing
parameters such as release range, ingress altitude, ingress airspeed, and ingress
climb angle. In the original IFFC program, the INS (ASN/109) was used to provide
both angles and range to the target, in ABICS III data from the INAs was used.

Both AAG and BMG were included in ABICS III. Three tactical air-to-air flights
against a T-38 and an F-4 were performed as well as several hundred air-to-air
on-board-simulation encounters. In the bombing mode, several hundred BDU-33 practice
bombs were dropped on the target at EAFB. IFFC bombing accuracy was the same as achieved
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in the original IFFC program. Pilot comments were that IFFC performed and flew the same
using Ada and IISA as it did in the original IFFC program and the software source code and
inertial reference source was transparent to them.

ADA IN ABICS III

In the ABICS III system there are three distinct computer systems programmed with
Ada Operational Flight Programs (OFP) (see Figures 17 and 18). The IFFC algorithm for the
Rolm Hawk/32 milspec computer was programmed entirely in'Ada for ABICS III. The ABICS III
IFFC OFP consisted of 20,440 lines of Ada source code, and when compiled and linked forms
a 843 Kbyte executable object module. Major portions of the navigation computer in the
IISA system were also programmed in Ada. The IISA NAV OFP consisted of 2263 lines of Ada
source code and 4171 lines of assembly language source code. The total executable object
code for the navigation algorithm was over 19 Kbytes. The Digital Flight Control Computer
in the DEFCS system has standard F-15, IISA, IFFC, and IISA/IFFC flight control equations
programmed in Ada. The flight control OFP was written in 2428 lines of Ada source code
and 2644 lines of assembly language source code. These three computer systems are
interfaced to each other over a 1553B mux bus forming a highly integrated and complex
system (see Figure 19).

ABICS LESSONS LEARNED

One of the goals of the ABICS program has been to identify potential bottlenecks in
the use of Ada in real time applications and to find solutions. The requirement, for a 32
bit computer with a hardware floating point implementation was a direct result of our
experience with ABICS II. Figure 20 contains data on Ada software memory and timing
expansions compared to previously flown assembly language versions of the same software.
ABICS III also pointed out some valuable concepts for real time Ada programming.

Hardware Limitations - Throughput and memory limitations are the usual hardware
limitations encountered in real time applications. Additional problems arise when a high
order language such as Ada is interfaced with a real time piece of hardware.

- DFCC - Flight control applications typically don't require a lot of code, however,
they are required to run very fast. In our case the DFCC flight control code runs
in a 80 Hertz frame, which means all processing must be completed in less than 12.5
milliseconds.

Throughput was a major problem with the DFCC in ABICS III. ABICS III required twice
as many sets of flight control equations as on ABICS II. In addition, due to the
inability of the two flight control computers to communicate with one another, the RM
software had to be executed in both the pitch and roll/yaw flight control computers.
While only one set of flight control laws is used at a time, all modes (Stande:d F-15,
IISA, IFFC, IFFC/IISA) were calculated every 80 Hz frame. Figure 21 compares the
execution time requirements for the individual flight control software modules written in
Ada for number of different computer systems. Although the DFCC clock speed was increased
from 6 MHz to 10 MHz for ABICS III, there was still not nearly enough throughput to do the
floating point Ada version of Redundancy Management in the DFCC. A fixed point assembly
language version of RM was ultimately used.

The amount of available memory in the DFCC was not an issue in ABICS III. Even the
large, all Ada, version of RM fitted into both the pitch and roll/yaw channels with room
to spare.

- INA - The amount of available memory for the INA navigation software was also not
an issue in ABICS III, even with a worst case 3 to 1 expansion factor of Ada code
size over assembl.y.

Because the decision to use fixed point arithmetic was made at the outset, the Ada
OFP execution time, which had an average expansion factor of almost 4 to 1 over assembly
code, did not become a problem either.

- Rolm/Hawk/32 - In terms of available memory and throughput, the Rolm Hawk/32 was
more than adequate for the IFFC OFP. The IFFC algorithm (in Ada) executes twice as
fast, on the Hawk, as the original assembly language version did on it's 16 bit
computer. The Ada IFFC OFP requires about eleven times the memory of the original
assembly language OFP however. With two MBytes of memory, this was not a problem,
even with the Hawk's operating system added in. A real bottleneck was, however,
encountered when doing I/O. The scaling, conversions, and storing of data required
to interface floating point Ada to the fixed point 1553B Hawk MUX I/O interface
required as much execution time as the entire IFFC OFP. After running into timing
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problems initially, more efficient scaling/conversion routines were written. This
reduced the total execution time below the allowed 50 msec. While acceptable for
ABICS III, a better solution is being researched for future, follow on projects.

Ada Compiler Limitations - Extensive post compilation processing was required for Ada
code targeted to the DFCC. This was also the case, to a certain extent, with the Ada
software in the INA computer. Special code, "hooks", had to be written in order to run
code in the INA and DFCC hardware. The Rolm Hawk/32's high level operating system freed
the Ada programmers from these sorts of hardware related concerns and the object code
generated by the compiler could be run under the operating system without any special
processing.

- DFCC - One problem encountered with the version of the compiler used with the DFCC,
was its inability to handle multidimensional arrays and fixed point arithmetic.
Although RM code was rewritten to accommodate these limitations the DFCC with its
compiler (using software floating point arithmetic) did not have nearly enough
throughput to do RM in the time allowed.

- INA - Because of strict program speed and size requirements due to available memory
size and CPU speed, it was necessary to examine the code generated by the compiler.
Moreover, early compiler errors lowered compiler credibility and forced frequent
examinations of compiler output.

Many of the problems encountered with the compiler were with the implementation of
fixed point arithmetic. Some of the errors encountered were:

- The compiler would not allow a fixed point delta (precision) of less than 2**(-31).

- Output scaling of the product was incorrect. The compiler produced the incorrect
answer for fixed point multiplications.

- The lack of the capability to implement data more than 32 bits long forced
consideration of alternative data representations, including integers. That is, a
fixed point type with a large range and a small delta (precision) could not be
declared.

- A product could not be shifted to the right by more than 30 bits to rescale and
divide by 2**(32) to save the upper half.

- The compiler rescaled to the right using a long divide, which is the slowest
instruction on the Z8002.

- The compiler unnecessarily rescaled the multiplier to match the scaling of the
multiplicand before a multiplication operation.

A significant amount of time was spent identifying compiler problems and developing
solutions to circumvent these limitations.

An analysis of compiler speed comparing the time that it took to assemble the
original navigation software with the time required to compile the equivalent Ada software
was conducted. This analysis indicated that the Ada compiler, running on a Zilog system
8000, took as much as four times as long to compile Ada modules. The Alsys Ada compiler,
running on an IBM PC-AT, was about twice as fast.

- Rolm Hawk/32 - The Data General Compiler is a fully validated Ada compiler.
Although one minor bug in the compiler was found during testing, there were
essentially none of the limitations encountered with the other Ada compilers used
in ABICS III.

To determine the effect of compilation speed on overall software productivity, the
IFFC OFP was compiled on two different systems. On the Data General, compilation took
95.45 minutes with only one user on the system. By comparison, with 12 users, a VAX
11/785 took only 46.89 minutes.

Support Equipment Limitations - One requirement of embedded computer systems, on a
research project like ABICS III, is that they are supportable in the field. The ability
to make changes to an OFP, to adjust constants or restructure 1553 mux I/O messages for
example, is absolutely necessary.
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- DFCC - Portable test support equipment was not available at EAFB. This hindered
expedient testing and trouble-shooting of the flight control system. Portable
support equipment with the following capabilities would have been advantageous for
both the laboratory and the field:

- Ability to load/dump Non-Volatile Memory (NVM) data from/to data files. This would
provide an expedient method to update fault sequences and/or filter coefficients
between flights or to re-establish scrambled NVM.

- Ability to monitor and record data real-time during ground testing and/or
trouble-shooting. This includes multi-channel programmable Digital to Analog
Computers (DACs) to provide analog inputs to chart recorders and digital signal
analyzers.

- Ability to load or dump the OFP (or portions of it) to aid software patching.

- INA's - The existing support equipment for the IISA INAs provided satisfactory
support for both the laboratory effort at MCAIR and field support at EAFB. The
field support was complemented with vendor support facilities in close proximity to
EAFB. Improvements could have been made to expedite the laboratory
development/testing by providing support equipment and incentives to allow software
modifications (patching) at MCAIR.

- ROLM HAWK/32 - The lack of a real time monitoring capability in the Hawk was a
major hindrance both in the lab and in the field. A capability to do debugging was
also not available and special ground test software had to be written. Our Rolm
Hawk system was designed to boot off of a tape drive unit. Tape booting our OFP
took over two minutes in the ground test mode and made ground OFP testing much less
productive than it might otherwise have been.

An EPROM based OFP, built into the Hawk would have saved much time and effort. The
tape could be retained as a method of loading a new test OFP. This EPROM might also
include the Hawk's real time operating system. This approach would allow file transfers
from a PC, so that different OFP's could be stored on a PC format disk and thus eliminate
the more expensive and less reliable tape drive.

CONCLUSIONS

The ABICS III test program can be considered a complete success, with primary
objectives of demonstrating the MFCRS/IISA concept as a viable system for future advanced
aircraft and expanding Ada programming in flight mission-critical software totally
fulfilled. Five specific flight test program objectives were successfully accomplished.

(1) It was verified that ABICS III flying qualities utilizing IISA sensors were
comparable to those of ABICS III F-15 when standard CAS feedback sensors were utilized and
did not degrade the stability and control of the aircraft.

ABICS III airworthiness and flying qualities were tested by utilizing a build-up
approach, flown first with standard CAS feedback sensors and then with IISA sensors to
allow the pilot to obtain a direct comparison.

A complete IISA flight control sensor buildup was completed up to Mach 1.2 and 30,000
feet. Entire flights were completed with the IISA sensors engaged with few noticeable
differences in flight control characteristics and handling qualities except an initial
roll ratcheting problem that was resolved. No switching transients were felt by the pilot
when switching between standard flight control sensors and IISA sensors.

Switching was tested by the pilot at loadings of more than 6g where static fuselage
bending is very high for forward nose barrel mounted flight control sensors.

(2) It was verified that the ABICS III control system was not susceptible to false
alarms as a result of changing flight conditions or sensor configurations. Changing
flight conditJ ns or IISA sensor triad combinations did not cause IISA disengagements or
flight contxo. transients.

(3) Redundancy Management (RM) operation was also demonstrated. RM was able to
identify simulated failed lISA sensors and remove them from the system. When flight
testing simulated hardover IISA sensor failures, the pilots did not experience any
objectionable switching or reconfiguration transients. During simulated ramp failures of
IISA sensors, where a specific sensor's performance would gradually decrease, the pilots
were able to distinguish switching transients evident as slight bumps or slight aircraft
movements during ramp type failure RM testing. The flight control transients were never
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objectionable or uncontrollable during RM testing. RM operation was tested on a total of
five missions and was performed during benign straight and level flight, as well as
maneuvering flight, to demonstrate effectiveness. All sensor faults were programmed prior
to the flight and inserted by the system operator during the mission.

(4) ABICS III IISA sensor navigation performance was evaluated on every test
mission. Initial position data and final position and velocity data were gathered for
each of the two separate INAs after each mission. The INAs proved to be excellent
navigators operating within their performance specifications. A failure in the auxiliary
power supply caused the loss of INA No. 2 on three flights, but the problem was resolved
during subsequent test missions. Fly-over marks were obtained over known geographical
points at low level whenever possible to evaluate navigation performance, and a ground
Schuler period was performed on external aircraft power after nearly every one of the
first 16 test missions.

(5) All goals for demonstrating IFFC Ada software were accomplished. IFFC testing
was also accomplished using a build-up approach. Manual tracking IFFC Air-to-Air Gunnery
(AAG) was first tested using OnBoard Simulation (OBS), where the pilot inputted the
steering command against a simulated target. IFFC coupled AAG tracking worked well also
against simulated targets once gain settings were optimized. The pilot had no trouble
getting simulated hits on 3g reversing and 3g and 5g targets of low, medium, and high
aspect angles. Nine AAG OBS encounters were tested using manual and IFFC coupled
tracking. IFFC AAG OBS was evaluated using both standard F-15 and IISA flight control
reference sensors. No noticeable difference in IFFC AAG performance was noted between
standard and IISA sensors.

IFFC AAG was also tested against an actual co-altitude F-4 target. All nine
encounters that were tested against OBS targets were evaluated versus the F-4 utilizing
manual as well as coupled tracking of standard F-15 and IISA sensors.

IFFC bombing (BMG) testing was very successful. IFFC BMG OBS was first tested with a
simulated target at an altitude of 13K ft using manual and coupled IFFC and standard and
IISA flight control reference sensors to verify operation. Eleven bombing encounters were
performed. The aircrew expressed that IFFC coupled BMG seemed smoother with IISA flight
control sensors than with standard F-15 sensors.

IFFC tactical bombing was performed on range with BDU-33 practice bombs against the
PB-10 range target. All IFFC BMG deliveries were performed with 12K ft offset range from
the INS designated target. Curvilinear level, curvilinear diving, and curvilinear
climbing deliveries were attempted with manual and coupled IFFC. No bomb releases were
obtained on four attempts using manual IFFC because of a failure to obtain the correct
bombing solution. Seven bombs were dropped using IFFC coupled with standard F-15 or IISA
sensors. Performance was about equal to what was seen during the IFFC program. No
performance difference between standard and IISA sensors was noted.

In summary, the ABICS III program was 100% successful in meeting all of its goals and
has shown by flight test the viability of using multifunction inertial sensors and the Ada
HOL for embedded flight critical real time aircraft systems.
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RECONNAISSANCE D'AMERS INTELLIGENTE
DANS UNE IMAGE SATELLITE

Olivier REICHERT , Dominique BERTON

SAGEM
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B.P. 51 95612 CERGY-PONTOISE Cedex
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Risumi: la vis6e d'amers connus sur des images terrestres permet en particulier de recaler un filtre
de navigation embarqui sur satellite. Cet article pr6sente une m6thode robuste de reconnaissance
d'amers utilisant des techniques de corrdlation d'images supervisdes par syst~me expert temps r661. Le
principe consiste A piloter une bibliothbque d'algorithmes: le systtme choisit dynamiquement les
algorithmes optimaux en fonction des caract6ristiques de lamer, des perturbations 6ventuelles sur
l'image de recherche et des contraintes de temps de r6ponse, puis interpr6te leurs r~sultats par
analyse multi-critre. Lenchainement de plusieurs algorithmes et la fusion de leurs risultats permet
de renforcer la confiance sur la d6cision de recalage. Les performances sur images SPOT
multispectrales dimontrent la supirioriti de cette approche sur des techniques plus classiques de
reconnaissance d'amers, en terme de robustesse et d'autonomie.

Mots-cl~s: reconnaissance d'amers, corr6lation, images satellite, syst~me expert temps reel,
supervision d'algorithmes, fusion d'information, recalage de navigation

Abstract: the determination of the position of a known landmark within a ground image allows,
among other things, to update an on-board satellite navigation filter. In the application described in
this paper, the landmark recognition process uses image correlation techniques and is supervised by a
real-time expert system. The system controls a library of algorithms by dynamically selecting the most
appropriate algorithms considering the features of the landmark, the likely perturbations in the search
area and the time constraints, then by interpreting the results through a multicriteria analysis. Several
processings are successively triggered and the fusion of their results provide a better confidence on
the final update decision. The performances on SPOT multispectral images show the superiority of this
approach with respect to more classical recognition techniques, especially in terms of robustness and
autonomy.

Key-words: landmark recognition, correlation, satellite images, real-time expert system, expert
control, data fusion, navigation updating

Lea travaux d6crits ici ont dti rialisvs dans le cadre du marchE DRET 87/464 en collaboration avec le laboratoire de
rIRISA (INRIA Rennes) et la socidti EURISTIC SystImes (Clamarn)
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INTRODUCTION

Dans un proche avenir, les syst~mes de navigation inertielle seront dot&s d'6quipements auxiliaires de
vision. Cette hybridation permettra aux centrales inertielles des vdhicules (missiles, satellites
d'observation, robots terrestres autonomes, avions) de disposer de mesures externes de recalage [1].
Ces observations, issues de visdes sur des points de reference terrestres, contribueront i recaler un
filtre de navigation embarqu6 ou A contr~ler le syst~me dle reference d'attitude. Cette technique, dite
recalage par visee d'amers, a d&jh fait l'objet d'applications militaires (navigation de missiles de
croisitre, guidage terminal des missiles Pershing). Cet article d~crit la maquette logicielle d'un syst~me
de reconnaissance automatique d'amers sur images satellite qui prisen'te les caractdristiques d'un
syst~me embarquC: fiabilitC 6levde, autonomie totale.

Les amers, dont les caracteristiques sont connues a priori, sont d~tectds sur des images 2D par des
techniques de corr~lation d'images, connues pour leur robustesse et Jeur simpliciti. Cependant, le
d~faut majeur de nombreux systtmes de vision est la limitation du champ d'applications des
algorithmes de traitement d'images. Or un spicialiste du traitement d'images est i m~me, A partir de
l'observation des images de reference et de recherche, d'identifier Jes algorithmes optimaux et
d'associer aux r~sultats une vraisemblance et une erreur typiques. Une structure de systeme expert se
pr~te donc bien A la supervision des diffdrentes 6tapes du processus de recalage. Dans notre
application, le choix du gdndrateur de syst~rhe expert s est porte sur un outil temps reel, CHRONOS
(realise conjointement par EURISTIC Syst~mes et SAGEM).

La connaissance porte sur les propridtds intrins~ques et le comportement des algorithmes disponibles:
la nature de cette expertise traduit une approche diffdrente de celles generalement utilisdes en
interpretation intelligente d'images. L'objectif consiste ici A construire un syst~me de recalage
autonome, donc A effectuer une reconnaissance robuste. La biblioth~que d'amers, constitue au so],
comprend donc une representation matricielle de l'amer, mais la base de faits peut s'enrichir de
connaissances symboliques sur lobjet et son contexte. Les performances d'un tel syst~me se mesurent
alors en taux de ddtection lorsque l'amer figure explicitement sur l'image de recherche, et en taux
de6chec dans le cas contraire. Si une position est validde, le systeme fournit 6galement une mesure de
confiance dans le recalage.

L'application choisie concerne le recalage d'un satellite d'observation navigant en haute altitude. Le
traitement d'images s'effectue sur des images SPOT multispectrales, de r~solution 20 m~tres. Le
principe du recalage et les algorithmes de base son: d~crits dans ]a partie 1. La methodologie
necessaire pour obtenir un fonctionnement robuste du syst~me de reconnaissance d'amers est expos~e
en partie 11. Le processus de raisonnement, illUStrC par des scenarios de recalage, et les performances
du syst~me expert constituent ]a troisi~me partie de Farticle.

1. RECALAGE PAR CORRELATION D'IMAGES

1. Principe du recalage par correlation d'amers

On appelle amer une image de rifdrence acquise dans des conditions connues et representant un objet
terrestre de caractdristiques (structure, radiomdtrie) uniques dans son environnement. L'amer
effectivement stock est constitu6 d'une matrice de NAxNA pixels et de donn~es structurelles,
texturelles, statistiques ou symboliques sur lobjet et son contexte.

Le but du recalage par corr~lation d'amers consiste A retrouver Ia position (XA, YA) de l'origine d'un
amer A dans une image de recherche de taille NBxNB (avec NB>NA). On procede par comparaison de A
avec toutes les sous-images DXy de taille NAxNA incluses dans B. En chaque position (X, Y), on calcule
donc un crit~re de similitude, que nous appelerons coefficient de corrdlation par Ia suite. L'ensemble de
ces coefficients donne une matrice de corr~lation de taille (NB-NA+1 )2, souvent representie sous forme
de surface.

Le coefficient de corrilation est th~oriquement maximum au point de coincidence des deux images
(A=DXAYA). Cependant, si les images sont bruit~es, la position de recalage ne correspond pas
n~cessairement au maximum de la surface de coff~lation mais par exemple A un pic secondaire (fig. 1).
En outre, si l'amer ne figure pas dans l'image de recherche, l'interpr~tation de Ia surface de corr~lation
devient complexe (fig. 2).
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11 est donc n6cessaire de construire un syst~me d'analyse des surfaces de correlation susceptible de
fournir un diagnostic fiable sur l'existence 6ventuelle et la position de l'amer dans l'image de
recherche. D'autre part, l'objectif de robustesse ne sera atteint que si i'on adapte le choix des
algorithmes au type dc Iamer: on n'utilisera pas les memes traitements d'images pour d6tecter un
croisement de routes ou pour identifier un lac. Pour cela, il est n~cessaire d'dlargir le terme de
cofrelation classiquement utilisd en traitement du signal.

fig. 1 fig.2

2. Extension de la notion de corrilation

Dans cette etude, le terme coefficient de cofr6lation d~signe par extension tout indice de ressemblance
(p.ex. les moindres cafr~s) entre deux matrices de m~me taille, cet indice 6tant maximal en cas
d'identit . Le pnincipe de correlation consiste alors A balayer exhaustivement les diff6rentes positions
de lamer dans la zone de recherche A l'aide d'un indice optimal, c'est-&-dire adapti A la nature de
l'amer et aux conditions de la recherche (couverture nuageuse, temps de recalage allou6,...

Zon. do ,rech.h (16ftIU)

A~e (32-32)

fig. 3 Fo'- L
Illustration do Ia robustesso des algortthmes do corr~latlon
En haut :amer at image do recherchie brutes
Au milieu images binaires aprbs pr~traltement
En bas :surface deocorrdlation binairo (A gaucho) at carto

doennuagomont sur Ilmago do rocherche (A drolte)
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Cette approche semble cofiteuse en temps de calcul, mais cule se pr~te ais~ment I un parallelisme
massif de type SIMD (Single Instruction Multiple Data). Elle offre surtout des performances tr~s
avantageuses en termes de robustesse et d'insensibilit6 aux perturbations,ainsi que l'illustre ]a figure 3.

Dans cc: exemple, l'objectif consiste I reconnaftre un amer (une structure de marais salanta) dans une
image de recherche oi la surface de l'amer est recouverte i prts de 50% par une couverture nuageuse
opaque (au N.E.). Apr~s un pr6traitement de l'amer et de l'image destini i extraire les structures fines
(transformie morphologique "top-hat"), suivi d'un scuillage avec binarisation, l'applicauion d'une
corrtlation binaire optimale fournit une surface de corr6lation qui pr6sente un pic pointu i l'endroit de
la position de l'amer. Malgr6 une mauvaise qualit6 de segmentation due A des perturbations imprdvues
sur la scene, le recours A une mCthode bas-niveau (corr6lation) permet de d6tecter facilement l'amer.
cc qui n'aurait vraisemblablement pas Wt possible par raisonnement symbolique sur des primitives
incompl~tes.

Scm.e (Image num~rique/pixels)

i Co rrl ati on/Se u ilag e

Vecteur de candidats

S Analyse individuelle multicrit~re
(spatial e/ spectral a/texture lie/symbol p u )

Liste ordonnrie

S Seuillage des vraisemblances

Reconnaissance/06cision triosu
rindice de similitude

fig. 4
Paradigrm do oorriliation Otendue

Dans cette 6tude, les performances des algorithmes sont renforcdes par une mithodologie de
reconnaissance r6sumde sous forme de paradigme (fig. 4): un premier indice de similitude balayc
toutes les positions candidates et sdlectionne quelques regions ponctuelles (les pics de cofr~lation). On
peut alors proc6der I une analyse individuelle detaillee en chacun de ces endroits, A l'aide de crit~res
de nature tr~s varie : tude locale de la surface de coffdlation, comparaison spatiale, spectrale ou
statistique avec l'amer, etude texturelle du contexte, comparaison d'attnibuts symboliques,..

Le classernent hidrarchique des positions candidates selon une fonction d'dvaluation relative (du type
coefficient de vraisemblance) permet ensuite, soit de choisir une nouvelle fonction de corr~lation pour
affiner l'hypothbse de recalage, soit de prendre une d6cision sur le recalage (validation d'une position,
abandon de la recherche).

Cette approche diff~re de celles g~neralement utilis6es en intcrpr6tation d'images: le processus de misc
en correspondance de primitives avec un mod~le est remplace par une coff~lation d'images 2D, la
recherche exhaustive sun toute l'image de recherche facilite I'intenpr6tation des rIEsultats et l'itCration
sur l'indice de similitude renforce la confiance sur la dicision finale.

3. Bibliothique d'algorithmes

De nombreux algorithmes de corrilation sont disponibles [2]. On peut les regrouper en cinq classes:

- Ics corn~lations lineaires, aux' jelles on peut rattacher les corrdlations statistiques (131)
- les corr~lations par comptage dont le principe se fonde sur Ie calcul d'une distance radiom~trique
moyenne entre images

- lea coff~lations binaires
- Ies correlations dtriv~es de la transform~e de Fourier (corrilation FF1', corr~lation de phase avec
ou sans pr~filtragc)

- les conflations de formes (coffilation de vecteurs, comparaison de chaines de Freeman,
transform~e de Hough, ..
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La plupart de ces algorithmes nicessitent un pr6traitement des images, qui consiste i mettre en forme
les images avant corrdlation (normalisation, filtrage, seuillage) ou A extraire des structures priviligides
(d6tection de contours, de structures fines, ... ) par des outils classiques de traitement d'images.
Parmi la liste ci-dessus, plusicurs algorithmes nont pas Wt retenus, pour leurs faibles performances
(corr6lation FFT), leur complexiti de misc en ceuvre ou la limitation de leur champ d'applications
(correlations de formes). Queiques algorithmes, developpe6s au cours de cette 6tude ou int~ressants par
leurs proprit6 ou leurs performances, sont citis ci-apr~s. Une mdtbode d'extraction des nuages est
6galement proposde.

La mithode classique pour comparer un signal avec une r6f6rence est le calcul du coefficient de
corr6lation lin6aire normalisd (ou intercofrelation):

\v~~ixj -a~ Ia) XqX ( d) 21

(les coordonnies (X, Y) du coefficient de corr~lation correspondent A la position dans B de l'origine de la
sous-image DXy)

Par ses performances, cet algorithme reste la r6firence. La normalisation par les Ccarts-types des
images le rend insensible aux diff~rences globales de contraste entre lamer ct l'image. De plus, la
valeur du coefficient d'intercofr6lation constitue en soi une mesure pr6cise de la confiance sur Ia
coincidence du pic avec l'amer.

Cependant, plus la dynamique de l'amer ou de l'image est faible (c'est-i-dire un dinominateur tendant
vers 0), plus le coefficient CXy est dlevd. La corr~lation lindaire normalisde est donc un indice de
ressemblance sensible aux regions uniformes de I'image (crittre de surface).
Diff6rentes variantes simplifies ont 6ti 6tudi~es, en particulier un coefficient non-centr6 et non-
normalist, dit coefficient de corrilation lin~aire:

C' X =XI*XI. a' jdi avec a!i j- a

Cet algorithme rapide est sensible aux regions de forte luminance (crittre d'intensiti), mais i1 pout etre
perturbd par une pr~sence de nuages fortement rtflectants sur l'image. On pout riduire cette
sensibilitE radiom~trique en normalisant le coefficient par la moyenne de l'image de recherche.

b. Coirlations par comRtaM

Le principe de calcul d'une distance entre images est I la base de nombreux algorithmes. On pout citer
deux familles principales:

* Corrdlations par comptage des diff~rences scuilldes
Apr~s pritraitement des images (d~moyennage. normalisation ou mod~lisation des variations de
radiomiftrie), on calcule Ia valeur absolue des icarts entre images pixel i pixel

eq- Iaij - djjj
Ces Ecarts sont compar~s I un seuil S. Le nombre de pixels pour lesquels eij<S, divis6 par le
nombre total de pixels de A, est conservE comme mesure de Ia distance entre les deux images.

MaigrE quclques difficult~s d'implimentation Wies au r~glage du seuil de comptage, cot algorithme
permet d'identifier de nombreux pica (effet de "rateau") parmi lesquels figure trbs souvent le
point de coincidence.
Une vaniante de cet algorithme, la corrilation par accumulation des diffirences avec calibration
logarithmique, a Wt propos~e ([61): elle permet de s'affranchir d'un seuil de comptage, et fournit
des performances supdrncures h I& corrdlation par comptage des diffdrences seuill~es (fig.S).
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fig,5
Comparaison de performances de correlations par compage:
A gauche comptage des differences seuill~es
A drolte :accumulation des diff~rences (calibration log.)

*Correlations SSDA (Sequential Similarity Detection Algorithm)
Cette classe d'algorithmes tr~s rapides reprend le principe de calcul de distance entre images
utilise en comptage des differences seuilldes [4]. Ici, on somme les rdsultats des comparaisons pixel
I pixel tant que Ion n'atteint pas on seuil. Si les 6carts cumulds sont grands d~s le debut du
balayage, on n'aura donc pas A parcourir toute limage, cc qui limite de fagon importante le
nombre d'opdrations.
Cependant, le seuil est modifid chaque fois que le balayage ne s'arrite que quand l'image est
totalement d6crite. En raison de cet ajustement, qui accdl~re la convergence, l'algorithme ne
fournit pas one surface de corrdlation mais un seul pic maximum. Le calcul de l'indice de qualitd
du recalage, qui depend en pantic d'unc analyse de la surface de ]a correlation, est donc imprdcis.
D'autre part, la position de recalage ne correspond pas ndcessairement au maximum de correlation,
d'oii un risque de "rater" l'amer.
Un algorithme de correlation SSDA avec seuillage par hysteresis a donc Wt propose (16]). 11 permet
d'obtenir plosicurs pics de correlation ainsi que lour voisinage, sans augmenter fortement le temps
de correlation.

c. Cofrdlations binaires

Cette famille d'algorithmes prdsente de nombreux avantages (rapidit6, insensibilit6 aux variations
saisonnitres de luminance, applicabilit6 i la plupart des classes d'amers). La representation binaire des
amers; permet de combiner et de sdlectionner Finformation utile.

Le corrdlateUr binaire utilis6 classiqoement est un simple ET logique enre les deux images. Ce crittre,
susceptible d'impldmentations rapides [51, nest pas optimal :il est en particulier tr~s sensible A des
zones i forte densit6 locale de pixels non-nols sur l'image de recherche. Cette limitation nous a conduit
I proposer un opdrateur binaire appeld coefficient quadratique [6], dont les performances sont tr~s
largement supdrieures A celles de la correlation binaire simple et qui prdsente l'avantage d'8tre
insensible A one presence nuageuse sur l'image (fig.3).

d. Akorithme d'extraction des nouages

Les nuages constituent le principal handicap d'une mdthode de recalage par reconnaissance d'amers
sur one image terrestre de type CCD. 11 est donc important de disposer dindicateurs fiables de
presence nuageuse (p.ex. crit~res de radiomdtrie moyenne locale), mais 6galement d'un algorithme
d'extraction capable de fournir une carte precise de l'ennuagement sur l'image dc recherche (fig 3).

Les m4thode$ d'extraction dependent de Ia texture des nuages (brume filtrante, couvertore opaque).
L'algorithme utilis6 dans cette etude s'appoic sur on mod~Ic rdaliste des nuages A forte dncrgic sor les
images SPOT :one analyse radiomdtrique montre en effet que la luminance des noages prdsente one
structure pyramidale, dont la hauteur croft avec la taille do nuage. On peot donc identifier les regions
nuageuses par one signature commune aux spectres visible et proche Infra-Rouge: one forte luminance
et on gradient Moe. L'algorithme d'extraction combine ces deux caractdristiques:

- scuillage et binarisation de l'image de luminance, poor extraire des composantes connexes tres
rdflectantes

- reconstruction morphologique de cette image binaire, I l'aide doune image de "marqueurs" qui
consiste en on gradient de l'image (p.ex. de type Sobel) 6galement scuilid et binaris6.

- dilatation morphologique et remplissage des trous de l'image binaire Tdsultante

Le seuil sur la luminance est determine par prediction de la radiomdtric sur l'image de recherche, A
l'aide d'un modtIe de transformation des luminances tenant compte de l'incidence solaire, de l'angle de
prise do vue et de corrections inter-capteurs.
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IL METHODE DE RECALAGE ROBUSTE

1. Cholx des algorlthmes optimaux

Un syst~me de recalage robuste doit pouvoir s'adapter aux caract~ristiques de lamer (taille, forme,
contexte, ... ) ainsi qu'aux conditions de prise de vue (heure, date, angle de prise de vue) et aux
perturbations affectant lFimage de recherche (distorsions giomdtriques, occlusion nuageuse,
modifications locales ou globales de la luminance et du contraste de ]a scene en fonction des saisons et
de l'incidence lumineuse, bruit de quantification, ... ). Or, chaque algoiithme reagit diff6remment k
chacun de ces paramittres. Par exemple, les algorithmes de comptage des differences seuillees sont
sensibles aux 6carts d'orientation giographique entre l'amer et l'image (causes par un mouvement de
lacet du satellite p.ex.). L'influence des perturbations sur le fonctionnement des pritraitements est
dgalement tr~s variable. Par exemple une extraction de reseaux fins (ex. transformie "top-hat") est
insensible A une presence nuageuse, contrairement & un filtrage de type gradient de Sobel.

D'autre part, les performances des algoritbmes de correlation sont directement li6es I la nature et la
qualit6 des amers choisis. Par exemple les lacs se caract6risent par une surface homog~ne dans un
spectre proche-infra-rouge et par des contours contrast~s par rapport A l'environnement. Pour
reconnaftre cette famille d'amers on cherchera donc A restituer l'intirieur de la surface par une
detection optimale de contours (du type filtre de Canny) suivie d'un scuillage avec hysteresis (pour
anidliorer la connexitl) et d'une correlation binaire optimale.

Le choix des algorithmes optimaux doit donc 6tre guide par des lois heuristiques g~ndrales, qui
dependent A la fois des formes des objets et du comportement (difficilement quantifiable) des
traitements disponibles.

2. Analyse optimale des surfaces de correlation

L'analyse des r~sultats va s'ordonner autour d'un constat simple: une surface de correlation comporte
une grande richesse d'informations, souvent suffisantes pour conclure i un 6ventuel recalage. On peut
raisonner sur de nombreux crittres d'interprdtation, qui se regroupent en trois familles:

- crit~res globaux d'analyse de la surface de correlation: nombre de pics, Peak-to-Background Ratio
[7], Signal-to-Noise Ratio,..
- crit~res d'analyse locale autour de chaque pic: hauteur et forme du pic de correlation (test de
plateau, finesse, pente,...)
- crittres de similitude entre l'amer et la sous-image de meme taille extraite de l'image de
recherche A l'endroit du pic: intercofr~lation, 6cart des paramittres statistiques, indices de texture
pour verifier a posteriori l'appartenance de l'amer suppose A son contexte (vegetation, littoral,
agglomeration ....)

La combinaison de ces crit~res produit un effet de convergence, lorsque l'amer se trouve effectivement
dans l'image, ou de divergence dans le cas contraire. L'efficacit de chaque crit~re est cependant Mie k
l'algorithme de correlation employe. La hauteur d'un pic de correlation lintaire normalisee est par
exemple un crit~re absolu tr~s fiable. Au contraire, dans one correlation par comptage, la valeur du
coefficient maximum nest pas significative (elle depend d'un seuil de comptage) alors que la finesse
des pics ou le rapport signal-k-bruit constituent de bons crit~res. Cette expertise est fondamentale, car
elie permet de crder up syst~me d'interpritation trts fiable, et donc d'envisager l'automatisation du
processus de decision pendant un recalage.

Le principe de lanalyse de surface va consister A faire collaborer ces diff~rents crittres, afin de
mnesorer la confiance (coefficient de vraisemblance) accordie au pic de correlation consid6rt. Chaque
crit~re imet un avis sur le ou les pics significauifs (extraits de la surface par scuillage adaptatif ou
recherche d'extrema locaux). La representation adoptde pour ces valeurs de decision suit une logique &
trois dtats [8]

Validation : Di = +1
Indecision : Di = 0
RejctDi=-

parfois itendue h une logique A valeurs continues sur [-l,+Il. Ces valeurs de decision sont ensuite
pondiries par 1'efficacild relative des critIres pour l'algorithme consid6rt. Leur combinaison fournit
alors on coefficient de vraisemblance normalist, qui reprisente un indice de qualitd de la position
6tudide et non une probabilith de recalage.
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La souplesse de cette formulation autorise l'int6gration de comportements tr~s diff6rents: par exemple
certains crittres fonctionnent uniquement comme alarmes (ex. un icart important des parambtres
statistiques), c'est-&-dire qu'ils ne rentrent jamais dans la zone de validation. De plus, l'italonnagc par
coefficients de vraisemblance permet une classification des pics diff6rente de celle fournie par la
surface de correlation. On peut ainsi rejeter un pic principal de faible vraisemblance ou declarer
candidat au recalage un pic secondaire de forte vraisemblance.

3. Fusion multitest

Le raisonnement utilis6 dans la procedure de detection d'amers est construit sur un principe de
redondance: pour correspondre au point de recalage recherche, une mdme position, c'est-k-dire un
m~me pic de correlation, doit avoir Wt retrouv6 par deux algorithmes diffirents, ou par Ie m~me
algorithme dans deux bandes spectrales disjointes. La confiance finale sur le recalage depend alors des
vraisemblances issues de chaque test.

La justification de cc principe provient des propritts intrins~ques des algorithmes. Pour cola, on peut
se reprtsenter Its correlations comme 6tant des projections sur des axes de similitude. La correlation
lin6aire normalis6e, par exemple, correspond A une mesure de cosinus d'angle entre Ies vecteurs amer
et image. Lorsque ces axes de projection sont orthogonaux, les diff6rents indices de ressemblance ne
convergent qu'k l'endroit de l'amer. Cet effet se v6rifie exp6rimentalement: Ies pics de correlation
obtenus par deux algorithmes diff6rents sont tr~s souvent distincts, sauf si l'amer se trouve
effectivement dans l'image.

Dans le syst~me ddcrit ici, cet effet de synergic impose de combiner plusicurs correlations avant de
conclure A la presence ou non de l'amer dans l'image. Le syst~me choisit par exemple en priorit6 un
algorithme sensible aux surfaces (correlations lin6aires), puis raisonne sur Its contours (correlations
binaires). Apr~s chaque correlation, un processus dit de traitement croisd compare chaque pic de la
surface avec la position correspondante dans une surface de correlation pr6c6deminent calculde. Les
vraisemblances des pics obtenus aux tests precedents sont r6dvalu6es en fonction des nouveaux
risultats, cc qui permet de valider ou de rejeter certains pics.

Cette m~thode de recherche converge en deux ou trois tests, I Ilissuc desquels une decision est prise.
La complexit6 du diagnostic (ddpartage de plusicurs pics candidats, validation forcte de positions non
confirmies....) n~cessite l'usage de m6canismes d'inf6rence capables de raisonner sur des donndes
incompl~tes ou contradictoires.

Pour quc la mdthode soit optimale, il faut cependant adapter chaque nouveau choix d'algorithmes aux
resultats des precedents. Cet aiguiliage en ligne s'av6re notamnment indispensable lorsque certains
crittres d'interpr6tation ont indiqu6 une presence nuageuse sur l'image: l'algorithme d'extraction
fournit alors une carte d'ennuagemern de l'image, cc qui permet de rejeter les pics situis dans des
regions ennuag6es et de s~iectionner des algorithmes robustes en presence de nuages.

4. Contrdle temps reel

La maitrise des temps de rdponse est inhdrente A tout systbme embarqu6. Dans l'application concern6e,
It principe de balayage des positions de I'amer dans l'image de recherche permet de quantifier
pr6cistment Its temps de correlation en fonction de I'algorithme et des tailles de lamner et de I'image.
Si Ies perturbations exercdes sur la navigation obligent A acc6ltrer l'acquisition de mesures de recalage
ou entrainent un 6largissement significatif de Ia zone de recherche, une m6thode de recalage h deux
niveaux de resolution est adopt~c [91:

- Correlation grossitre l Iamer et l'image sont lissds et sous-Echantillonnds avant correlation. ILe
seuillage de Ia surface de correlation r~sultante determine des regions d'dtudc privil~gides.
- Correlation fine : on d~coupe une sous-image centrde sur lc pic de plus forte vraisemblance, sur
laquellc on applique une correlation fine exhaustive, telle qu'elle a 6t6 d~crite pr~c~demment. En
cas d'6chec, It systbme effectue une recherche iterative autour de chaque pic de correlation
grossitre, sclon l'ordre de vraisemblance d~croissante, jusqu'A validation d'une position.

Ce processus de recherche hitrarchique pr~sente des limitations, par exemple lorsque la description de
l'amer contient des structures fines (ex. routes), mais il offre d'Enormes gains de temps par rapport I
une mddiode directe (de lordre de 25 fois plus rapide).
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Le couplage physique d'un systbme de navigation inertielic avec un syst~me de recalage par vis6e
d'amers impose d'autre part de pouvoir contr6ler la sequence asynchrone des demandes de recalage en
fonction des scbnes survol6es (densitt d'amers non-uniforme). Dans le cas d'un satellite, certaines
perturbations (frottements,. chocs,...) peuvent 6galement amener le contr6leur de navigation i acc6ldrer
In fr~quence des recalages. Ces contraintes n6cessitent un traitement typiquement temps reel
(limitation du temps de r6ponse, possibilit6 d'interruption du m6canisme de recherche) qul est rendu
possible par l'outil d'infdrence temps reel CHRONOS.

5. Choix de In structure de contr6le

La faisabilitd op6rationnelle d'un syst~me de reconnaissance d'amers passe par un contr8le rigoureux
des diff6rentes dtapes du m6canisme de recherche: choix des algorithmes et de leurs paramittres en
fonction des caract6ristiques structurelles et s6mantiques des objets rechercbis, adaptation aux
perturbations sur I'image (bruit, distorsions, occlusions), gestion non-d6terministe de lenchafnement
des diffdrents traitements, analyse des r6sultats, capacit6 de prise de decision. Ces diff6rentes
specifications nous ont conduit A choisir une structure de contr6le du type systbme expert.

Le choix du genrateur de syst~me expert temps reel CHRONOS 11, d6velopp-6 en Ada, d6coule d'une
r6flcxion sur le concept de syst~me expert embarqui. La supervision dynamique d'une bibliothoque
d'algorithmes est facilit6e par In puissance du langage d6claratif d'ordre 1 et par la richesse de la
syntaxe (langage procedural en partie action des r~gles). Lenchainement des algorithmes et le contr6le
de leur fonctionnement (choix des param~tres pertinents, analyse des r6sultats) est guide soit par les
faits initiaux, soit par les donnees dtduites des tests precedents ("data driven processing"). Les
spicificit~s temps reel du moteur d'infdrence (acquisition asynchrone de donn6es externes,
raisonnement temporel, interruptibilit6, d6clenchement sur transitions) permettent d'6laborer un
veritable mode de programmation, souple et adapt6 au contr6le continu du d6roulement des
traitements. L'interpr6tation symbolique des r6sultats garantit la fiabilit6 du systbme, par
I'interm6diaire de r~gles de fusion et de decision.

1n. PERFORMANCES DU SYSTEME DE RECALAGE

1. Implementation

Le gf6rateur CHRONOS se compose de quatre modules (6diteur de r~gles, compilateur de r~gles,
moteur d'infdrence et interface d'dxdcution); il fonctionne sur Compaq 386. Les algoritbmes de
correlations sont codes en langage propre sur une carte accildratrice d'applications TAAC installie sur
SUN 4/260. Le moniteur de traitement d'images est ddvelopp6 en langage C.

La base de connaissance, d~veloppde h l'int~rieur de l'environnement CHRONOS, appelle des procedures
externes sur le SUN 4 via une communication s~rie RS-232 et regoit en retour des donntes
d'interpritation qui activent les rtgles. La base de r~gles contient 67 r~gles d'ordre I 6crites en
syntaxe CHRONOS. Les difftrents aspects lies & l'architecture du syst~me expert et i son
implementation sont ddvelopp~s dans [111.

Les amers sont extraits d'une image SPOT de reference ne comportant aucun nuage. Les deux images
SPOT d'o sont tirdes les zones de recherche ont Etd acquises I des saisons diff~rentes; des nuages de
textures varides (brume filtrante, mod~le opaque) figurent en diffdrents endroits des deux images.

Le choix pr~alable des amers et de leur taille constitue une Etape critique dans la preparation de
mission. Une etude approfondie, dont les r~sultats sortent du cadre de cet article, a conduit i
stlectionner quclques grandes categories d'amers pr~sentant des propridtds d'unicitd et de non-
pdriodicitE: bords de c6tes (crique, chenal, ile, contour rocheux), croisements de routes ou de canaux,
lacs, structures g~omdtriques artificielles (atroports, barrages), bras de rivitre, ponts, riseaux fluviaux
ou ferroviaires,... Ce regroupement s~mantique se double de classifications crois&eS, par exemple par
structures voiuines (structures fines ou bidimensionnelles, objets contrastds, amers de brillance, de
frontibre....), cc qui permet de pridire le comportement de certaines classes en presence de
perturbations sp~cifiques (p.ex. rotation entre images).
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2. Pr~sentation de sessions de recalage

Deux scdnarios de recalage typiques illustrent en annexe le fonctionnement du syst~me expert. Les
sessions consistent dans le listing simplifit des messages fournis par le systbme expert au cours de la
recherche.

La premiere session est caract6ristique d'une recherche d'un amner prdsent dans I'image de recherche.
Lamner (une intersection de route et de canal dans l'agglom6ration de La Rochelle) est de type
croisement. II se trouve au centre de l'image de recherche, sur laquelle on distingue un croisemnent
similaire au Nord (fig.6). L'algorithme optimal extrait les structures fines de l'amer et de l'image par
une transformation morphologique "chapeau haut-de-forme" (fig.7) dans le spectre Proche Infra-
Rouge. La corrilation binaire effectu6e sur les images ainsi prttrait6es isole alors un seul pic (fig. 8) qui
correspond I la position attendue. Il obtient un coefficient de vraisemblance de 0.832 qui le range
comme candidat prioritaire. Le systtme d~clenche ensuite une phase de redondance et retrouve la
meme position par un indice de surface (corrilation lin~aire normalis~e). Le processus de traitement
crois confirme donc )a proposition de recalage et lui attribue, par conibinaison des coefficients
partiels, one vraisemblance renforcee de 0.979 et une incertitude sur la mesure infdrieure au pixel. Le
temps ndcessaire au recalage est ici infdrieur A trois minutes.

La seconde session d~montre le comportement sdlectif du syst~me. On cherche en effet i retrouver un
amer (de type lac) dans une image o6x ii ne figure pas (fig.9). L'image de recherche, une zone portuaire
contenant plusicurs bassins de formne proche de I'amer, est perturbde par une couverture nuageuse sur
les bords Est et Quest de limage. La premiere corr~lation s'attache i retrouver les contours du lac
(fig.10) et fait apparaftre un seul pic principal (fig.1 1), qui est 6limin6 du fait d'un 6cart radiom~trique
important avec l'amner. Cette diff~rence sugg~re une prisence de nuages dans la r~gion correspondante
et diclencbe une extraction de la carte globale d'ennuagement. Le taux de couverture n'Etant pas
d~cisif (10 %), le syst~me expert passe donc en phase suboptimale et en mode nuages (choix.
d'algorithm-es robustes). Au deuxitme test, ii lance une corrilation par comptage, qui fournit quatre
pics (fig.1 I). Trois pics sont rejetes en raison de leur faible coefficient d'intercorr~lation, un seul est
conservE comme pic secondaire afin que les tests suivants puissent Eventuellement le confirmer.
Cependant, une Etude locale montre un fort taux de couverture nuageuse sur la sous-image situ~e I
l'endroit du pic; celui-ci est donc dliminE. Un troisi~me test est d~clenchE, afin de faire apparaitre de
nouvelles positions susceptibles de correspondre i l'amer. Un seul pic est retenu (fig.l 1), mais sa
vraisemblance est trop faible (0.1) et il est rejetE. Au coors de la recherche, aucune position n'a offert
suffisamment de garanties de correspondre A celie de 'arner. Le syst~me expert ddlivre donc une
conclusion mixte: l'amer est soit hors de l'image soit dissimulE par une couverture nuageuse limit~e k
certaines zones de l'image.

3. Synthise des performances

Les simulations ont portE sur one biblioth~que de 30 amers et 60 images de recherche. Chaque amner,
g6neralement de taille 32x32 pixels, devait thloriquement 6tre retrouvi dans deux images, I
l'exception des quclqoes cas o6~ lamer est dissimulE par une couverture nuageuse opaque.
A P'intdrieur d'une combinatoire dlev~e, plusicurs centaines de sessions souvent caractiristiques ont
dtd testdes. Elles conduisent aux performances suivantes:

- Taux de ditection lorsque l'amer figure dans limage de recherche et nest pas totalement recouvert
par des neages: 100 %
Coefficient de vraisemblance moyen: 0.91 (h comparer au seuil de validation fix6 h 0.5, sur une
6chelle [-1, 11).

- Taux de rejet (non-validation d'une position par le systtme expert) lorsque l'amer se trouve hors de
la zone de recherche ou sous des nuages: 99 %.
MDans les Tares cas d'erreur, les faux pics valid~s ont en moyenne une vraisemblance finale de 0.58
qoi permettrait de les Eliminer par simple seuillage.

La fiabilitA. et la s~lectivitd du syst~me sont donc quasi -parfaites. La pr~cision du recalage est de
I'ordre du pixel, soit 20 metres, et pourrait 8tre anidliorle par interpolation. La d~gradation des
performances nest pas perceptible sur des images sous-Echantillonn~es de degrE 2, Y compriS POUr des
structures fines du type adroports.
Le caractbre stationnaire des coefficients de vraisemblance sur plusieurs saisons permet d'itablir on
classement prdfdrentiel des families d'amers utile en prdparation de mission.
Les r~gles de d~tection de nuages offrent une bonne fiabilitf. Les performances du module d'extraction
do la carte d'ennuagement sont essentielles au fonctionnement correct d'un syst~me embarquE, en
raison du taux moyen de couverture sur le globe (40%).
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CONCLUSION

Cet article d6montre la faisabilit6 d'un syst~me autonome de recalage de navigation par visde d'amers
le systbme reconnalt l'amer s'il existe dans l'image, et ne renvoit pas de fausses mesures au filtre de
navigation. L'originalitd do l'approche consiste A exploiter une base de conrtaissance dont l'expertise
porte sur les algorithmes appliqu6s, non sur les images. L'apport d'une approche syst~me expert a &
fondainentalc dans la phase de ddveloppement: la simplicitt de ]a formulation d6clarative a permis de
r6duire les temps de maquettage du systbme expert i quciques semaines, et ainsi de concentrer
ldwude sur l'acquisition et )a validation de ]'expertise. Do plus, le concept de syst~me expert est ici un
moyen de fusionner des connaissances de nature diffirente (algorithmique/symbolique) A l'int6rieur
d'une structure ouverte et flexible; ainsi, pour ddfinir une nouvefle classe d'amers ii suffit d'ins6rer
une rfgle et quciques faits initiaux dans la base existante.

L'expertise lite au comportement des algorithmes est ind6pendante des caract~ristiques du syst~me
optique (largeur des bandes spectrales, dynamique des luminances, bruit de mesure). La nature de
cette connaissance et les performances du syst~me laissent esp6reT de larges possibilites d'application
i d'autres syst~mes d'imagerie, moyennant une hypothbse pr6liminaire: le cap et l'attitude du v~hicule
doivent 6tre connus avec pr6cision. Dans le cas d'images CCD, ii est utile de disposer d'un mod~le
radiomdtrique global des images.

De nombreuses extensions peuvent s'appuyer sur ce concept de supervision d'algorithmes ou de
processus. Cette approche constitue en particulier un banc d'essai tr~s souple pour d~velopper, tester et
combiner des algorithmes de traitement d'images. Parmi les applications envisag~es dans le
prolongement de cette 6tude, ou pout citer la reconnaissance d'amers par corrilation de vecteurs
d'attribut, la navigation par suivi de routes ou l'extension de la reconnaissance d'objets au cas
tridimensionnel pour l'application au recalage sur amers proches (guidage terminal).

Remerclements:

Nous remercions MM. Camillerapp et Labit (IRISA) pour lcur contribution b~nifique tout au long de 16tude, et M.
Madar (EIJRISTIC Syst~ines) pour a participation au diveloppement du syst~me expert.
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SESSION 1

So.r (32x32)

Zone de recherche (160160)

Image do recherche zone_373
Amer do reference amer_73

date de prime do vue de l'iuaqe 08/1.0/87
date d: prise do vue do l'amer 16/02/87
temps imparti au rocalaqe :illimite l.
1 'amer otudjo eat do type croisosent amer 73 (talls 32*32 pixels) et

caractoristiques: structure tine
contxts:agglmeraionzone_373 (talls 1 60*160 pixels)

la phase do recherche eat :initials
Choix des algorithmes:

pretraiteuent :top hat
correlation binairequadratique
canal SPOT :XS3 F-7

1a surface do correlation comports 1 pica
coordonnees du picil (64,64)

Le coefficient do vraisemblance du pic_1 vaUt 0.832
-> picil prioritaire
prochaine phase do recherche redondance -

choix des algorithnos:
pretraitement :aucun
correlation :lineaire normalisee
canal SPOT XS3

ls surface do correlation comports I pica ,s -'.i

coordonnees du pic 1 (64,64) *, ~*.df.
La coefficient do vraismblance du pic 1 vaut 0.878

traitesent croiso au point (64,64)
le 1 pic2. est candidat au recalage, avec un k C
nouveau coefficient do vraisomblance eqal a 0.979

Validation du recalage "

position do lamer :(64,64)
vraismblance :0.979

flg.7
amer_73 St zone..373 apr~s
pr6traltement :top_hal transform
+ binarisatln

fig.8
Surfaces do corr6lation assoclOes au test Initial
(6 gauche) at do redondance (h drofte)
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SESSION 2
Aeer (232)

In qe do recherche :zone_334
Ajoer do r*ference amor_20

date do pris do vue do 1 image :08/10/87 Zonedo recherche (168%16@)
date do prise do vue do l1amer :16/02/87
temps imparti au recalage :illimite

la!mer :t die est do type lac
contexte: littoral

la phase de recherclie eat :initiale
Choix des algorithmes

pretraitement : canny seuil hysteresis
correlation binaire-quadratique
canal SPOT :XS3

la surface do correlation comporte 1 pica
coordonnees du picl :(0,117)

ecart de ariances ree lle et estimee au picl -130.3 pc
>, rejet du pici1 car cet ecart eat trop important

-> hypothese de presence do nuaqes dans cette region

Line couverture nuaqeuse a ae detectee sur 11image
Taux de couverture nuageuse global sur V1image : 9.89 pc i.
prochaine phase do recherche :sub_optimale amner..20 at zone..33
choix des algaritbmes

pretraitement :aucun
correlation :comptage_ differences_seujllees
canal SPOT XS3

la surface do correlation comporte 4 pica
coordonnees du pic l (90,29)
coordonnees du pic-2 :(113 Ij
coordonnees du pic -3
coordonnees du pic-4 (,,95)

Ie picil eat rejete e~ - do sa faible mntercorrelation 155 _____________

le pic_3 eat rejeto d% .ait do a faible intercorrelation :139
le pic_4 eat rejete du fait do so faible intercorrelation 172

Le coefficient Is vraisemblance du pic_2 vaut 0.250
-> pic 2 :s.~ .ondaire

Taux do c-uverture nuegeuso autour du candidat secondaire 1 15.53 PC
-rejet du candidat_secondaire 1 car il as trouve dana une zone nuagouse

aucun pic n'aysnt une vraiaoblance suffisante, un nouveau test yeCa
etre lance aur 11isage. Prochaine phase do recherche :sub optimale

Caoix des algorithwos:
pretraitement :aucun
correlation lineaire-normalisee
canal SPOT :XS3

la surface do correlation comporte 1 pica
coordonnees du picil (114,64)

La coefficient do vraisemblance du picl1 vaut 0.100
Eon picl set rejete an raison de son foible CV :0.100

1A candidat-secondaire_1 We pon *to canf irms, amer_20 et zofle.334 aprbs pr~traltemnent

Aucun pic suffisamment vraisemblehte n'etant apparu au couro des troig cny+sulaeae yt6s

premiers tests, et la couverture nuaqeuse sur Visage etant non
neqligeable, il *ot possible qua l'sser s. trouve sous lee nuages, ou
hors do 11image

fig.11
Surfaces do owrlation associas reepectlvment
aux premiler, deuxbme Of troliAMe test(d. g. A C
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REUSABLE NAVIGATION MODULE

by
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K. A. Kohout
Naval Weapons Center
China Lake, California

93555-6001
U.S.A.

SUMMARY

The principal objective of the reusable software task is to determine if missile software that is mission specific can be made
reusable, and if so, how best to identify and create the reusable parts. A baseline was established from an Independent Exploratory
Development (TED) project. The baseline consisted of many packages, procedures, subprograms, and functions, but rather than attempt
to make the entire package reusable, attention was focused on the navigation portion. From this navigation portion evolved the common
metaparts into a reusable navigation module that could be used either intact or modified in other missile systems. This reusable
navigation module was implemented in the MIL-STD-1815A (Ada) language, mandated by Directives 3405.1 and 3405.2 for computers
integral to weapon systems.

A team of engineers at the Naval Weapons Center explored methodologies for identifying, developing, and verifying a reusable
navigation module. Currently, several navigational metaparts have been identified and developed. The remainder of the project will be
devoted to porting the software to a multiprocessor system, upon which it will be further tested and evaluated for reusability on another
typical missile application.

PREFACE

The reason reusability is of such importance to developing software rests in what has been termed a software crisis. The
complexity of software projects has caused spiraling costs, long development schedules, a product that fails to meet the requirements,
and is unmaintainable or unable to be modified easily for new requirements. Software developments have experienced this software
crisis by exhibiting the following problems: 1

1. C= Software costs are seldom predictable and often perceived as excessive.

2. Modifiability. Software maintenance is complex, costly, and error prone.

3. Timeliness. Software is often late and frequently delivered with less-than-promised capability (does not meet the
requirements).

4. .ranspnabiit Software from one system is seldom reused in other systems, even when the same functions are needed.

A leading expert in industry has indicated that the
underlying causes of this crisis are: Software Supply & Demand Trends

1. A failure to understand life-cycle implications. 6

2. A shortage of trained software engineers (see 5.
Figure 1).

4.

3. Machine architectures that discourage modern Eai m
software development practices. 3

I K 10W.OW Personnel

4. Development entrenched in the use of archaic 2.
programming languages and practices. I

With hardware becoming cheaper, software has become and 0
will continue to be the principal cost factor of most modern 1980 1982 1984 1986 1988 1990

computer systems (see Figure 2). Management has identified the . ... .
software development phase which accounts for most of this cost
and is trying to improve this phase. As studies have shown (see Figure 1.
Figure 3), maintenance accounts for more than half of the software
life-cycle of most computer systems. Hence, a highly (or even somewhat) maintainable system would lower the cost of the system.
With most of the maintenance consisting of changes or new requirements, a highly maintainable system would probably have a longer
life.

Approved for public release; distribution is unlimited.
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EMBEDDED COMPUTER MARKET FORECAST SOFTWARE COST BREAKDOWN
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Figure 2.

Figure 3.

Ada was designed as a tool for controlling costs for tactical embedded computer systems in military weapon systems. The
Department of Defense has standardized Ada for Military systems, and the North Atlantic Treaty Organization has approved the use of
Ada for implementation of its information systems that support the exercise of command, control, and communication within the alliance.
This standardization was adopted to reduce costs of new systems. Common Ada Missile Packages have demonstrated that missile
software can be made reusable and costs can be reduced.2

There has been a problem with Ada in real-time mission critical software. In particular, because of the high frequency loops in
missiles, there has been a sharp focus on performance criteria. Ada has been called "too inefficient" for mission-critical software in
demanding domains like missiles. Yet Ada has only just become a teenager. TeleSoft has announced that its latest Ada compiler is faster
than many C compilers (see Figures 4 and 5). As Ada matures, projections of computer throughput and compiler performance will
increase. Some of the remaining inefficiencies will be offset by faster hardware.

TeleSoft Ada vs. C TeleSoft Ada vs. C
AdaSlrategies Nov 1988 _ AdaStrategies_ Nov 198

4.5- D i-o, s _e 0 Dhrystones p Second

O 3 .] - 4 4 3- .5/ 2 - 1 .. .T 4.0, T 40--- 8 -- 9
H 3.5- n 89 H-

1 . . - . - - -
0 5.5 - 0.51
0.0 N 8.0 . . .....- '

TeleGenl2 C Compiler 1 C Compiler 2 C Compiler 3 TeleGen2 C Compiler 1 C Compiler 2 C Compiler 3
Ada Coed,,sOf Ada COCtfC NO Regt8, C R2.5te/

Figure 4. Figure 5.

INTRODUCTION

As prevriously stated, the purpose of the project is to demonstrate that computer software development costs can be reduced if
components can be made reusable. If a project can build from previously developed and verified components, then the cost would be
lowered. With the lack of software people to develop new software, projects are not able to easily reduce project time by hiring more
software engieers nor is tis necessarily recommended. One solution is to use already developed and verified software to meet the
needs at hand.L

An [ED pnojects missile systm wus used us a baseline from which reusable operations were extracted. This missile system was
€ldsgnd using Ada as the program designt language, and then implemented and verified in the Ada language. The lead engineer, having
intimat knowledge of this and ote navigation systems, considered the navigation module to be an excellent candidate for reusability.
Tbe navigaton module was examined from both a functiona and component (unit) basis.

Nm 2.0-/_mmm N 2.0mm la
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REUSABILITY CONCEPTS

The Ada language is portable, but software written in Ada is not necessarily reusable. Portable software is software that is machine
independent. Reusable software is software that is application independent. The Ada software, being portable, means that the code can
be compiled on any machine with a validated Ada compiler. For software to be reusable, it must be designed with reusability in mind.
Software is developed for one system, but is reusable if more than one application can use it with few or no modifications.

Since reusable software is created with reusability in mind, the design methodology can directly affect the quality of the reusable
software created. The traditional design methodology is structured design. 3,4 Structured design creates software by developing data
flow diagrams, a data dictionary, and mapping this to the architecture using structure charts. A design methodology that targets
reusability as a product is object-oriented design. An object-oriented design creates software by analyzing and defining the objects and
operations of the software. The advantage object-oriented design has is that it supports modern software engineering principles which
assist in creating reusable software and can produce top-level packages of Ada modules. These methodologies are not mutually
exclusive but seem to be complementary when designing software.

Ada SUPPORTING REUSABILITY

The concepts that Ada supports reflect modern software engineering principles. These principles facilitate creating reusable
software. The goals, concepts, and features of Ada that support reusability are:5,6

I. Generic Unit. Often the logic of part of a program is independent of the types of the values being manipulated. A mechanism
is therefore necessary for the creation of related pieces of programs from a single template. This is particularly useful for the
creation of libraries.

2. Dga.Abstraction Extra portability, maintainability, and reusability can be obtained if the details of the representation of data
can be kept separate from the specifications of the logical operations on the data.

3. ,, lily. Ada allows for collecting logically related computational resources. This creates highly cohesive software that if
loosely coupled will facilitate development of reusable software.

4. Code Portability. Ada makes it easier to reuse source code between different computers with a minimum of effort.

5. pole Portability. With language standardization, software personnel will be more able to move from project to project with
minimal startup times.

Ada is a very stable language. No subsets or supersets of the Ada language can be called Ada. With the rigorous compiler
validation suite, the differences among implementations are minimized. This allows software to be ported from machine to machine.
Reusable software can then be developed by any group using a validated Ada compiler. What makes Ada a reusable language is that it
embodies and facilitates the use of modern software engineering principles of abstraction, information hiding, modularity, and locality.

REUSABLE MISSILE NAVIGATION MODULE

A simulation of the target missile and its environment was needed to test the navigation package. The missile module was a single
6-degree-of-freedom simulation that provided the stimulus to the sensor data for the package. Algorithms and specifications for a bona
fide missile navigation module were used to construct a working package in Ada for the demonstration. Once this module was
operational, parts were examined and the design altered while examining how viable the reusable concept could be made. The missile
simulation helped verify that the navigation module could navigate a missile and was operating correctly in all of its various modes.

Two different design methodologies were applied. The first was a traditional top-down structured analysis technique and then an
object-oriented design methodology using the literature provided by EVB Software Engineering, Inc. consultants. Using structured
analysis and design, a navigation module was created that contained common interfaces for a missile domain. The interface of data was
only allowed to be passed in through parameter calls and not via common global data blocks. After examining different missile
navigation systems, the interface appeared to be common.

An object-oriented design was used to define and create submodules within the navigation system. These submodules were then
evaluated for replacement in rebuilding the navigation module. This makes the navigation module not only functionally reusable but
reusable at a component level. These submodules (components) can then be used to build other functionally reusable components (i.e.,
autopilot).

Problems of Using Reusable Software

Reusable software has problems that must be overcome for reusable software libraries to flourish. Some major problems that need
to be examined are:

I. Documentation. Should a reusable library mandate a documentation style? And if so, what should that be and how would it
be enforced?

2. Verifications. Does the library give a warranty or is it as-is? What level of verification is necessary for reusable software to be
placed in a library?

3. Support. Will the software have any support if the software needs modifications or explanation? If the person supporting the
software leaves, will it continue to be supported?
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4. Identification and Retrieval. How do you locate and retrieve reusable software and its documentation? What types of key
words are necessary?

5. Financial. How is the library supported and staffed? Are users of the library charged for each piece of software?

6. Creation Syndrome. A certain mind set must be attained. Many software engineers won't or can't use other people's software
because of an attitude problem. Being a creative sort, the typical software engineer will convince themselves that their task
must be done from scratch.

Front-End Interface GENS

Locating and identifying reusable software, once it has been placed in a library, is a difficult task. To make this easier for the
individual using the reusable navigation parts, a user-friendly interface was created. This interface, Generic Expert Navigation System
(GENS), would allow the individual to choose parts of different missiles that could be used on a navigation system. Initially, these parts
would be: inertial measurement units, integration schemes, navigation schemes, and alignment schemes. Once, these parts have been
chosen, the navigation software components would then be located, integrated, and written to a file. GENS would allow a navigation
routine to be built quickly and with little effort.

CONCLUSION

Effective, maintainable Ada code is dependent upon the compiler and the expertise of programmer/analysts. An Ada reusable
software team of very knowledgeable programmer/analysts was formed. Each engineer has knowledge in structured design, object-
oriented design, modem software engineering principles, and missile applications. An excellent compiler cannot compensate for an
inadequate software engineering discipline. The bottom line is well-trained software engineers can produce excellent Ada code that can
be reusable. This experience and those of R. Holibaugh at the Software Engineering Institute and D. McNicoll at McDonnell Douglas
indicate that weapons software can be made reusable. This reusable software can save time, money, and manpower for other projects
that use it.2

As reusable software components become available, there will be a definite need for reusable libraries. These libraries would
consist of staffs of people knowledgeable in the parts within the library along with a system of locating reusable components given
specific and nonspecific requests. When a given project begins, a software engineer would go to the library and request components that
relate to the project at hand. For a missile, navigation is required. This navigation component has requirements that specify precision,
time and memory constraints, and functionality. A navigation component would be chosen from a list of navigation components that
satisfy the requirements.

Conceptually, a reusable software library could be thought of as a library of software chips. They would be adequately described,
identified, and verified so that an engineer can put them into their system and get expected results. In a similar fashion, digital engineers
look up hardware chips in a transistor transistor logic (T'L) manual and select the ones required for their system design. There are
numerous instances of widely varying applications using TTL chips.

If this state of software development is realized through reusable software chips, the software discipline will have emerged from its
infancy. Sorting chips, Kalman filter chips, flight control chips, and navigation chips would be used to develop future missile systems.
Software engineers may no longer be creating the "wheel" for the nAh time.
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1.0 Summary

This paper investigates the feasibility of using a parallel processing transputer-based network,
programmed in occam, for the Implementation of an aircraft flight control law. Three techniques to
generate the concurrent realization of this control law are described and illustrated together with some
indications of their strengths and weaknesses. Software tools have been used and developed to automate
the mapping of the control law on the transputer system. Integration of the existing control hardware on-
board the aircraft and the parallel processing hardware has also been addressed.

2.0 Introduction

2.1 Why use parallel processing In flight control ?

Digital controllers, such as those required for present and future aircraft, demand a powerful
computing capability to achieve the required performance. For example, new airframe designs and
extended aircraft performance envelopes require complex control laws to be computed at high sampling
rates. In recent years, in many instances digital control requirements have begun to outstrip the
performance of a general purpose microprocessor. Control engineers are trying to implement more
complex algorithms over shorter computational intervals. A major research programme at Bangor has been
to evaluate a range of parallel architectures on a variety of control application areas.

2.2 Parallel processing computer architectures

One objective of parallel processing is to speed up the execution time for a task. This is achieved
by dividing the problem into several sub-tasks and allocating, multiple processors to execute multiple sub-
tasks simultaneously. Before dealing with the specific architecture used in this Demonstrator Project, a
generalised representation of a parallel processing system is presented in Fig.1 , where PE represents a
Processing Element. The PEs execute concurrently, communicating with each other when necessary.

PE PE

FIg.1 Generalised parallel processing system

Parallel architectures differ in respect of the flexibility of each Individual PE and the degree of
Interconnectivity between PEs. Granularity Isa measure of the size of an Individual task to be executed on
a parallel machine. Fine-grain architectures have simple PEs (often a 1-bit ALU and tens to hundreds of
bits of local RAM) with restricted functionality and a wide bandwidth for local data communication. While
PEs of medium-grain architectures are more general-purpose in nature, inter-processor communication
bandwidths tend to be narrower and, perhaps, more globally oriented in these systems.

Parallel architectures are further distinguished by being either programmable or fixed-function
systems. When contemplating these architectures for real-time control implementation, the control engineer
must pay.close attention to Issues such as algorithm structure and complexity, potential for parallelism and
Interprocessor communication requirements.
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In this Project then we have concentrated on medium-grain architectures and, indeed, on one
specific type. A medium-grain architecture is typically a MIMD (Multiple Instruction Multiple Data) system,
constituting a parallel computer system composed of multiple independent processors.

Processor N2 2 Meor

Fig.2 Single-bus multiprocessor configuration

Bus-contention problems arise when using a single-bus multiprocessor configuration (Fig.2 ) for
MIMD machines and limit system performance. As processors are added to this system, both the
interprocessor and processor-memory bandwidths are degraded, resulting in extended "idle" times for each
processor as they wait to gain access to the bus. The "network" configu ration supported by the Inmos
Transputer device has been extensively investigated for rea-time control applications (Fleming 1988).
Furthermore, it is an architecture which supports a special parallel programming language, OCCAM, which
is intended to significantly simplify the parallel programming task.
2.3 Demonstrator project

This paper describes software and hardware aspects of a Demonstrator Project undertaken by
University of Wales, Bangor and Royal Aerospace Establishment, Bedford, to map an experimental
automatic flight control law onto a parallel processing system, specifically to investigate the potential of the
INMOS transputer and the OCCAM language for this task. The control law had previously been flown on
the Civil Avionics Section's BAC 1-11 at RAE, Bedford, implemented via the Versatile Auto-Pilot (VAP)
onboard that aircraft. The VAP control law was chosen because it is representative of a class of flight
control laws. However, it is not particularly demanding for implementation on a "fast" transputer array. In
this project it is simply used as a "Demonstrator vehicle".

3.0 The Transputer and OCCAM

3.1 The INMOS Transputer

The Transputer is a far iily of single-chip computers which incorporates features to support theoccam model of parallelism. Th, T800 version (Fig.3a) consists of a 32-bit 10 MIPS RISC processor,
4Kbytes of local RAM, an exte nal memory interface and four link interface units. Avoiding the potential
communication bottleneck of a single-bus system, the Transputer is intended to function in a network
configuration such as that illustrated in Fig.3b. Bit-serial communication rates of 2Mbivis are achieved via
the four bidirectional interprocessor links. Serial/parallel data conversion is performed by the on-chip link
interface hardware.

The simple machine structure of the Trans puter allows the complex instructions necessary for
occam's process handling and message passing to be implemented in microcode. It uses different
procedures for external channel communication (via the links) and internal channel communication (on-chip
interproces communication). Provided that frequently accessed data can be held in local RAM, a high
leve of performance is maintained by the stack-oriented six-register architecture. It is worth noting at thispoint that it is possible to run a parallel set of tasks on a single transputer. Operating in this way, the
transputer simply time-slices the various parallel tasks thus simulating parallel implementation. The
software is easily restructured to run on varying numbers of processors.

While the Transputer was designed specifically to support OCCAM, it is possible to run such
languages as Parallel-C, Pascal and FORTRAN.

the fou bidirectio lal l~ inepocso link.Sra/aalldt ovrinitefre yteo-hpln
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FLg.3 (a) T800 Transputer architecture; (b) Network configuration

3.23 CCAM

A sequential programming language is characterised by its actions occurring in a strict, single
execution sequence. The behaviour of such a program thus depends only on the effects of the individual
actions and their order. The time taken to perform the individual actions is not of consequence.

A parallel program, however, may consist of a number of tasks or processes which themselves
are purely sequential, but which are executed concurrently. Two important issues which must be
addressed by a parallel programming language are those of synchronisation and the handling of shared
variables. When several tasks are executing concurrently, they do so asynchronously, i.e. each task
proceeds at its own speed. If the activities of these tasks are dependent on one another then the
programming language must provide a means of synchronisation to co-ordinate their activities. Further,
when two or more tasks are accessing the same variable, control must be exercised to prevent data
corruption arising from conflicting operations on that variable.

A number of mechanisms has been devised to handle these two issues - synchronisation and
shared variables - such as semaphores, guards, data monitors, rendezvous, etc. However the use of such
mechanisms requires careful structuring of the software by the programmer. Through its message-oriented
approach, based on "processes" and "channels", occam gives a higher level of support to the programmer
and thus reduces the software design overhead associated with concurrent program design.

4.0 MAP Control Law

Fig.4 VAP control law - block schematic

• .mmm . m m m~ Mem orym m ~ lum ~ nln
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The Versatile Auto-Pilot [1], is a 4-input, 2-output control law and it is presented in block diagram
form in Fig.4. The VAP control law was chosen because it is representative of a class of flight control
laws. It operates in three different modes: Height hold, Glidepath hold and Flare, depending on flight
conditions. This project describes methods used to generate the concurrent realization for only one of
these modes, the most complex, the Height hold mode.

5.0 Mapping Approaches

5.1 Static and Dynamic Task Allocation

There are two ways in which we can allocate tasks to individual processors: that of static and
dynamic task allocation.

In static task allocation, we initially allocate a task to a processor and bind that task to the
processor for its lifetime.

Dynamic task allocation is performed by on-line scheduling, that is, allocation of a task to a
processor according to certain criteria such as processor availability and intertask dependencies. In
dynamic task allocation, therefore, there is no strict association between a task and the processor which
will execute it. Tasks are simply allocated to available processors according to certain predefined criteria.

Static task allocation is more appropriate in this specific case. (However, elsewhere [2] the
process of dynamic task allocation on a transputer array has been reported.)

The tasks were allocated to the processors in three different ways:

i) the parallel branches approach,
(ii) the 'heuristic' approach, and

These the 'hybrid' approach.
approaches are evaluated with respect to execution speed, ease of programming, adaptability andextendability.

5.2 Parallel Branches Approach

In the parallel branches approach, the control law was modified, using block diagram
transformations to generate a parallel network of Laplace transfer functions. Then, each of these parallel
paths was expanded into partial fractions and converted to the discrete-time domain to reduce the control
law to a sum of discrete functions. The result is a network of 37 independent difference equations as
shown in Fig.5. These are then combined to form the control signals:

Dn (k) = U,(k) + U(k) + U,(k) +....+ U(k)
VD(k)= V(k) + V2(

where Dn, and V0 are the elevator and throttle demands and U,U U... Us,V V are simple discrete
functions (e.g integrator, gain, first order lag etc.) which represent the software buiding blocks.

q H() u2

hB H u

Ua l Y

Flg.5 VAP control law: parallel branches approach
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5.2.1 Transputer Implementation

For the parallel branches approach the difference equations were programmed as individual tasks.
Tasks were then grouped together to give approximate load balancing across the available processors.

The 4-processor implementation is illustrated in Fig.6. The OCCAM software is organised such
that process T. inputs data from the Monitor process, which controls input and output. Then it sends this
data simultaneously to the T T and T, processes. T, evaluates V (throttle demand) and UT.
Concurrently with this process, 'T, t and T, are executed. UT,, UT, and UT, are calculated and sent to
T0, which evaluates as a sum of UT., UT,, UT, and UT. Finally DnD and VD are broadcast to the Monitor
process. These processes are repeated over each sample interval.

I t
I N

l °  
T A O U T T 3 . o T

T ~ ~ 0

T ' II,01,o T I /

................ I ...........
! U~t i I I TC, U T ui

T' 2
Fig.6 Transputer configuration for VAP control law (4-processor version)

5.2.2 Performance

The performance of this approach for different numbers of processors, (transputers), has been
evaluated in real-time implementations. A high priority timer process was included in the programs to
provide a clock, "counting every 1.0 microsecond, which is used to calculate the execution time and the
average (%) transputer activity. The program was run on an IMS B003 evaluation board in conjunction
with an IBM PC and the results are shown in the Table at the end of Section 5.

This Table shows a set of results obtained for different numbers of processors under different
mapping strategies. In the Parallel Branches column, the first pair of results corresponds to the allocation
of all the processes on one transputer, which, obviously, spends all its time processing the control law.
The remaining pairs of results are obtained by mapping the processes onto two up to eight processors
showing a significant execution time speed-up as additional processing power is introduced. However, at
the same time, a deterioration in the processor average activity can be observed. As a result, the "ideal"
linear speed-up is, of course, not realised, nevertheless, the timings do approach this desired goal.

5.3 Heuristic Approach

For the heuristic strategy, the discrete equivalent of each transfer function block in the original
VAP control law was calculated. The dependencies of the blocks along the various paths in Fig.4 were
inspected. Even though this structure consists of a collection of sequential blocks, through a reasoning
process, parallelism in the structure was extracted through observation. A number of independent groups
of tasks, with no common factors, was derived as shown in Fig.7. No further partitioning was feasible
because of the constraints enforced by sequentialism within the paths. Using this method, the outputs of
the control law were reduced to the following sequence of computations:

Dn (k) = Dn (k) + Dn,(k) + Dn,(k)
Vo,) = V,(k) + V,(k)

The resulting discrete functions corresponding to the Heuristic design approach of the VAP control
law were mapped onto different transputer arrays varying from one up to three transputers running
concurrently.

5.3.1 Performance

The average (%) transputer activity and execution times for this strategy are also shown in the
Table at the end of this Section. These results show an important reduction in the execution time when
varying the number of transputers from one to three processors running concurrently. At the same time
there is a deterioration in the processor average activity. Subsequent results for larger numbers of
processors show that no further improvement can be obtained through this approach. Average processor
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activity deteriorates for the other configurations due to the presence of critical sequential paths arising from
this mapping.

U a V Dn
DhD

Ua VO 
V

Fig.7 VAP control law - Heuristic approach

5.4 Hybrid Approach

The hybrid method combines the heuristic and parallel branches techniques in the concurrent
implementation of control algorithms. According to this strategy, we first apply the heuristic technique to
initially decompose the problem. Then, the parallel branches approach is employed to split the critical
sequential paths of the control law to execute them concurrently. In the version of the VAP control law
shown in Fig.7, the H,(z) path is critically long for real-time implementation. The parallel branches
approach was used on this path to decompose it into a set of shorter parallel paths: the new 'hybrid'
representation is shown in Fig.8.

q (z Dn,
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FIg.8 VAP control law - Hybrid approach
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5.4.1 Performance

The best time obtained by the hybrid strategy, using a five-transputer array, is 0.525 ms - the
lowest time in the case study. The duplication of tasks has been limited to the critical paths only where
the parallelism has been extracted through application of the parallel branches approach.

VAP CONTROL LAW

PROCESSORS PARLALLEL IU:URISTICBRANCHES

1 2.500 ms 1.055 ms 1.270 ms
100 % a.p.a 100% a.p.a 100% a.p.a

2 1.280 ms 0.760 ms 0.865 ms
99 % a.p.a 98 % a.p.a 99 % a.p.a

3 0.910 ms 0.540 ms 0.685 ms
98 % a.p.a 79 % a.p.a 96 % a.p.a

4 0.710 ms 0.540 ms 0.565 ms
97 % a.p.a 59 % a.p.a 95 % a.p.a

5 0.605 ms 0.540 ms 0.525 ma
94 % a.p.a 47 % a.p.a 80 % a.p.a

6 0.560 ms 0.540 ms 0.525 ms
92 % a.p.a 39 % a.p.a 67 % a.p.a

7 0.540 ms 0.540 ms 0.525 ms
85 % a.p.a 33 % a.p.a 59 % a.p.a

8 0.530 ms 0.540 ms 0.525 ms
81 % a.p.a 29 % a.p.a 52 % a.p.a

Tab!e 1. Execution time & average processor activity.

6.0 Automating the Mapping Process

6.1 CAD Software

The purpose of static allocation, involving partitioning of the control law tasks across the available
processors, is to minimise the execution time of the tasks allocated to the processors. A clear requirement
for the development of CAD tools was identified to assist this process, using block diagram manipulations
and generation of the discrete equivalents of the given continuous control law descriptions and their
specific hardware implementation.

This section presents the development of software to assist the mapping of a control law onto a
parallel processing transputer-based system. The tools includes block diagram transformation software, the
interactive matrix manipulation package, MATLAB, and the Transputer Development System (TDS) used to
develop occam programs for transputer networks. A pictorial representation of the structure proposed for
the software is given in Fig.9.
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Fig.9 CAD software modules for automating the mapping process

6.1 Block diagram analysis

A block diagram analysis program (3], written in Prolog was developed to perform Signal Flow
Graph (SFG) reduction. The reduction procedure is basically aimed at obtaining the overall relationships
between each output and input variables in the system. The process of getting a SFG from the block
diagram form usually employed to describe control systems can be accomplished through a link between
an "in-house Block Diagram Editor (BDE) and MATLAB. This link permits the automatic generation of a
state:space description from the system entered into the BDE, and a matrix that characterizes a SFG for
the system can then be obtained from its state-space description.

6.2 Dlscretisatlon

The method used to discretise the continuous-time models was the pole-zero mapping method (4].
In the parallel branches approach, this method has been used in a modified version to add one delay in
response to the unit step input. Since the resulting discrete-time transfer function has one less power of
"z" in the numerator than in the denominator, the execution of the output only requires input from the
previous sample time. The purpose of this is to allow one sample period in which to perform the
calculation. In the heuristic and hybrid strategies, the modified pole-zero mapping method was only used to
discretise the transfer function blocks that are dependent on the control law inputs. Subsequent blocks
were discretised using the original version of the method, where the outputs of the discrete-time equations
require inputs at the same sample time.

The continuous-time models were discretised using the specially developed MATLAB functions.

6.3 MATLAB Interface

The transfer functions between each pair of input and output nodes of the control law, generated
by the block diagram analysis software, described in Section 6.1, are transformed into a set of parallel
transfer functions, discretised and represented in state-space form. The linear algebra and matrix
computation involved in this process suggested the use of a mathematical tools package such as
MATLAB.

The parallel representation, discretisation and state-space equivalent of the control algorithm was
calculated using the specially developed MATLAB software. The resulting data files are processed and
exported to an OCCAM program which performs the concurrent execution of the control algorithm on a
transputer network. An OCCAM output data file can be imported into MATLAB, where a graphics file is
created to plot the results of the mapped control law.

(MATLAB software was generated, using PC-MATLAB (5] (the version of MATLAB for IBM-PCs and
compatibles) and the MATLAB Control System Toolbox [6].)

7.0 Hardware Integration

An important objective of this work was the integration of the parallel processing hardware and the
control hardware on-board the BAe 1-11 test aircraft at the Royal Aerospace Establishment, Bedford A
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VMEbus interface was designed so that the existing MC68000 microprocessor-based system on board the
aircraft could exchange data between a VMEbus analog and serial data input/output board and a
transputer array. Fig.10 shows a block diagram of the interface interconnecting the data acquisition system
and a transputer-based multiprocessor array.

ONTO.T

I , I T

Fig.10 VMEbus hardware Interface of transputer-based controller

7.1 VMEbus Transputer Interface (VMETI)

The VMEbus transputer interface uses a dual-port RAM (DPRAM) which is accessible to the
transputer array via an IMS C011 link adaptor and to the MC68000 board via the VMEbus. An on-board
dedicated 6502 microprocessor is used to coordinate data transfer from the transputer array via the link
adaptor to the DPRAM. The DPRAM functions as local memory for the 6502 system. The MC68000 card
handles data exchange between the VMETI and the analog input/output board which are both memory-
mapped onto the VMEbus. A block diagram of the interface is shown in Fig.11.
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Flg.11 VMEbus Transputor Interface (VMETI)
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7.2 Practical results

The complete hardware system - VME data acquisition system, VMETI and 4-transputer network -was tested, plotting the time response of the VAP control law for different input signals. In these tests anumber of input signals (step input, bipolar square and unipolar square waves, respectively),. have beenapplied simultaneously to the control law inputs, via the analog input channels of the data acquisitionsystem. The analog output channels were connected to a plotter. Fig.12 shows the relevant outputresponses to individual step input excitations which closely match previously obtained simulation results.
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FIg.1 2 Trans uter-based VAP control law output responses to Individual step Input excitationi~ l~ evator rate response to vertical acceleration perturbation
Elevator rate response to pitch attitude perturbation
Elevator rate response to height perturbation
Throttle response to airspeed perturbation

8.0 Concluding remarks

The demands of realizing complex digital controllers by parallel processing methods has beenaddressed using the INMOS transputer and OCCAM. We have shown three approaches to generate theconcurrent realization for the VAP control law - parallel branches, heuristic and hybrid. These techniqueshave been evaluated with respect to execution speed, ease of programming, adaptability and extendabilitywhen they were allocated to different configurations of transputers. We found that an array of transputersprogrammed in OCCAM offers a suitable and powerful alternative for reducing the execution time of a real-time control law with a good speed-up factor for a small number of processors. This study has achievedan Important improvement in the performance of the controller when static allocation of tasks onto a multi-transputer architecture was used. Thus, the potential of the transputer and the OCCAM language for theImplementation of flight controllers has been shown.

This work has generated software tools to automate the implementation of controllers on a parallelprocessing transputer-based system, reducing development times significantly. Block diagram
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transformation software has been used to manipulate the original system as a signal flow graph, and
convert this system into a set of parallel transfer functions. A number of MATLAB and occam programs
has been developed for the mapping of this control law onto a parallel processing transputer-based
system.

We have investigated techniques for hardware integration of the existing control hardware
on-board the aircraft with the parallel processing hardware and have shown that the complete system is
working satisfactorily under laboratory conditions. A flight test of the hardware is planned to be undertaken
in the second quarter of 1989.

New techniques are currently being considered to enable each processor to re-organise and
assume a greater portion of the processing task in the system when a module fails. These designs,
therefore, contemplate fault-tolerance techniques both in software and hardware. These approaches are
now being applied to the computation of more complex flight control systems.
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Pour lee hdlicoptbres, ia vitesse par rapport h lPair cat un parainbtre important pour Ia s~curit4 et
Is pr4cision des munitions non guiddos pour les applications militaires. L'6laboration de cc param~tre
dans le domaino des bassos vitesses (infdriouros A 25 m/s) cat un problbmo ddlicat puisque lea captours
andmom~triques classiques no sont pas utilisablos. La S.F.I.M. a 6tudid A partir d'cnregistroments en volt
un algorithme rcstituant Ia vitesse air A partir de la position des diffdrentes positions des commandes de
vol do l'h41.icoptare. Lea r4sultats de cetto dtude ont dt6 mis en oeuvre dans un ayst~me opdrationnel et
testda en vol. C'ost toute cette d4marcbe ot sos rdsultats quo nous pr~scntons ici.

1 - INTRODUCTION

Les hoglicoptaros modernes, qu'ils sojont civils ou militaires, vent n~cessiter la connaissanco de is
vitesso air dans tout le domaine do vol.

Connattre le vecteur vitesse air dans le domaine des basses vitesses permet d'amliorer is sdcurit6 de
l'hdlicoptbro bora de la tonue des vols stationnairos et dos vols A faiblo vitesse (en avant, on latdral,
voiro on arriare).

Connattre la vitesse air dans tout le domaino do vitosse permet d'augmonter la prdcision do tir des
armes hdlicopt~res non guiddes puisqu'avec cetto information, le systbme do conduite de tjr pout effectuer
les corrections nkcessaires.

Si los syst~moa andmomdtriques classiques permettent do mosurer is vitesse air dans l'axo longitudinal
do l'hdlicopt~re lorsqu'ello eat supgriouro A environ 20 A 30 mbtres par soconde, la mesure do la vitesse
air transverse dans tout le domaino ot do la vitesse air longitudinale pour lee bassos vitesses est
boaucoup plus ddlicate. En offet, le rotor crde autour de l'hdlicopt06re des perturbations adrodynamiques
rendant difficiles les mesures par des m~thodca andmomdtriques. Des solutions astucieuses ont dtd
essaydes, tellos quo des mesures an4mormdtriques effcctudos au-dessus du rotor oa 1e flux est momns
perturbd ou l'utilisation do captours andmom4triquos tournants. Cepondant, toutes ces solutions so sont
heurtdos A des difficultda do misc en ocuvre ou do fiabilitd mfit fixo travorsant le rotor, syst~fe de
rotation dos captours au bout d'un mit dloignant ces capteurs de Ia zone adrodynamiquement perturbde.

La solution proposde psr Ia S.F.I.M. consiste A restituer lea vitesses air longitudinale et
transvorsale A partir d'informations ddjh disponibles A bord do l'hdlicopt~re :accdldrations et positions
des organes do commande do vol de 1'hdlicoptbre.

La vitosse air dlaborde n'est donc pas une mesure directe inais le rdsultat d'un calcul. Uno
application simplifide do cc principo a dtd misc en oeuvre dans le syst~mo VIMI (Vitesse Indiqudc par
Moycns Internee). Le Principe do cc syst-amo avait dtd ddrivd des dqustions do mdcaniquo du Vol do
l'hdlicopt~re. Le brevet do M. DURAND, Ingdnieur au C.E.V. d~crit cc systi~me simplifid. Copondant, sea
performances restaient limitdcs car Ia moddlisation du comportemont do l'hdlicoptbre dtait trop dloign~o
de Is r~alitd.

Pour pallier l'imporfoction do Ia moddlisation, S.F.I.M. a offectud uno approche "semi-ompiriquo' du
probl~me, pour aboutir A un algorithmo do restitution appeid MEDIA (MEthode pour Is Ddtermination des
Informations Andmomdtriqucs).

Cette mdthodo complikte lo brevet do Monsieur DURAND pour lequel l'Etat Frangais a donnd A S.F.I.M. le
droit do reproduction (pour loa Atatiqucs) ct s'appuie sur 2 nouveaux brevets ddposgs par Is S.F.I.M.

2 - APPROCHE DU PROBLEME

2.1 - Donnges initiales

Des enregistrements do paramtres do vol do l'hdlicoptilre PUMA du Centre d'Essais on Vol CC.E.V) de
Brdtigny (France) ont dtg mis h disposition do Is S.F.I.M. par le Servico Technique des T6ldcomnunicstions
ct Equipements (S.T.T.E) et le C.E.V.

L'hdlicopt:-%re ut-iliad pour ces essais dtait dquipd d'une contrale inertiolle & plate-formc
fournissant uno bonne mosuro do Ia vitesse sol, du roulis, du tangage, du cap et des accdldrations.

Do plus, I'hdlicoptbre disposait de capt-curs mosurant Ia position des diffdrentes commandes do vol

- pas cyclique longitudinal,
- pas cyclique lat-gral,
- pas collectif,
- pas du rotor anti-couple.
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La sortie de ces capteurs 6tait cod~e ot enrogistr~e sous forme num~rique.

Par ailleurs, pour d~terminer la vitesso air, uno r~fdrence de vent de qualitd dtait n4cessaire. La.
r~f~rence utilis~o dtait le vdbicuie "CARAMEL" (CAaiion RAdio Mesures ELabordes) d~velopp46 par lo C.E.V.
Cette r~fdrence de vent originale permet de connattre le vent avec pr~cision (0,5 rn/a A I sigma) sur chacun
des 3 axes our toute la trajectoire.

Les essais consistaiont pour 1'h~licopt~re, A suivre le vdhicule CARAMEL 8- .,1 t..ay de la piste
de Vadrodrome dc Brdtigny. Do nombreusos passes ont ainsi dtd effectudes de faqon A balayer au mieux le
domaine do vol de l'hdlicopt~re pour les basses vitesses, inf~rieures A 20 rn/s (40 kt).

2.2 - Recherche d'un mod~le

L'hypothbse do base eat quo is vitosso air pout 8tre reatitu&c par i-r obinaison lin~aire de
param~tres choisis parmi:

- acc~idration longitudinale (ax)
- accdldration latdrale (a )
- rouiis (PKiI)
- tangago (THETA)
- pas cyclique longitudinal (Pc y)
- pas cyclique lst~ral (Pcyy)
- pas colloctif (cl
- pas du rotor ar.icouple (Pa
- uric constante (k)

A partir des diff~rentca passes effectudes au cours d'un me voL et des enregistrornents
correspondants, piusiours types do combinaisons lindaires ont dtd testds afin do d~terminer quelle ost Ia
loi do restitution qui donne los meillours rdsultats. Le vol choisi est un voL pour lequel le domaino des
basses vitessos a dt largemont explor6.

Ains., pour chaque typo do combinaison lingairo, les dtapes suivantes ont 6t rdalisdes (suivant figure
1)

- identification des coefficients do Ia combinaison lindaire par mdthode des moindres carr~s our vol de
r~fdronce.

- analyse do L'ad~quation du modble ainsi ddtermin6 avec la rdalitg par calcul do la moycrine
quadratique do l'dcart entre la mesure do vitosse air et le mod~le.

Typenoso do inire Mneis esurs*r~sre
combinaisn sur vurIdittlorenttoutoI

liiiC ain do 10 maene artiu

Utriain d s orils nr oel dom

FIC.URE I ndre carsvl1 tmursefcusI

Cacldo layo ifnt
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A partir de cette analyse, ii cat alora possible de d~terminer la loi qui conduit aux meillours
rdsultate our le vol de rgfdrence. L'dtape suivanto a alors consiatd I validor le modblc d~termjnd A
partir du vol de rdfdrence, sur des vole effectugs par le mtme hdlicoptbre dane des conditions de masse et
des conditions atmospbdriques (force et direction du vent) diffdrontes. Pour ces vole de validation, Ia
moyenne quadratique de l'dcart entre la vitesse d~terminde par le modble et Celle mesurde
expdrimentalement a dtd calculde.

3 - RESULTATS SUR DONNEES ENREGISTREES

3.1 - Ddtormination de la combinaison ljn~aire optimale

La figure 2 rdsume les rdsultata do la premiare phase. Il apparatt Sinai que la combinaison no 7 cat
Cello qui fournit les meillours rdsultats. Les combinaisons lin~aircs do restitution des vitessos air
longitudinale ot lat~ralo retonues sont donc:

Vax -kl.Pcy 1 + k2.Pcyy + k3.ax + k4 .ay + k5.Pcol + k6.Pac + kx

Vey - ll.Pcyx + l2.Pcyy + l3.ax + 14.ay + 15-Pcol + 
16-Pac + k

Lea valours numkriques obtenues pour l'hdlicoptbre utiliod (PUMA) montrent un croisemont d'axos
important :influence du pas cyclique lat~ral et do l'accdldration latdrale sur Ia vitesse air
longitudinale et vice-versa. Ce croisement d'axos cat voisin do 45*, A savoir quocn calculant la vitesse
air dons des axes A 45* des axes hdlicoptarc, le modale eat Presque complatement ddcroisd. Cc ph~nomane,
avec une tello amplitude, n'est ps expliqud thdoriquement pour le moment.

I I I I Moyennc I oyenne
I I Iquadratique Iquadratique

ICombinaison Nombre doe Typo do variable Ido 1ldcart en Ido l'dcart en
I n I tormes Ivitosso air vitosse airI

I I longitudinalo transverse

a I We) I
I 1 I 3 Pcyxq axy k I 2,70 1 4,56

I 2 I 3 IPcy,, ay, k 1,58 1 1,37

3 I 4 IPc,,x, ax, Pcolq k I 2,29 1 4,12

4 I 4 1 PC y,, 5y, Pcoi, k I 1,20 1 1,38 1

1 5 I 5 1 PCYX, Pcy ax, ay,, k 1 0,93 1 0,98

I 6 I 6 I cyxgpcyytaxtaypPcolgk I 0,73 I 0,87

I 7 I 7 IPcyxtPcyypax,aypPcol,Pactk 0,67 I 0,86

I 8 I 7 1 PCYxtpcyy,PHI,THETA,PC~l,Pactk I 0,76 112

FIGUR~E 2

3.2 -Validation du modble sur des vols diffkrents

Les vole de validation so sont ddroulds avec le name hdlicoptbre, mais il avait alors uric masse
diffdrento lige a un omport do carburant diffdront. Par aillours, ea conditions do vent avaicrit variO
tant en force qu'en direction. Par centre, los moycns d'essais dtaient atrictement identiqucs.

Trois vole diffdronts ont At4 utiliods pour valider le mod~lc. Les rdsultats roprdscntcnt la moycrnoe
quadratique do 1'dcart entre la vitosso air reconstituie par le modalo et is vitosse air dlaborde A partir
des mosures do vitessc aol de la centrale inerticile et la mesuro do vent fournic par le vdhiculo CARAMEL.

La figure n* 3 rdsume lee rdsultats do cotto validation. Cos traitementa ant montrd quo doe le
daine des basses vitesses, l'erreur do restitution do Is viteas air cat- do l'ordro do 1,5 mttres par
seconde suivant cheque axe. Le domaine des basses vitesses cat considdrd confe Atant le domaine dans
loquel la vitesse longitudinale et la vitessc latdralc sont infdricurcs A 20 m/s.

De plus, ii a dtd ainai montrO quo l'utilisat ion du pas collectif dane la restitution do la vitossc
air rend l'algorithue insensible A is masse.
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I Noyenne quadratique Moyenne quadratique

n* de vol dcart vitesse d cart vitesse
longitudinale Iatdrale

(.l) I (u/a)

IVol de rfdrence I0,67 I 0,86

IVol n* 1 I1,47 I 2,04

IVol n*2 I1,16 I 1,28

IVol n* 3 I1,58 I1,29

IEnsemble des vols
I1, 2 et 3 I1,49 1,69

FIGURE 3

4 - RESTITUTION DE LA VITESSE AIR DANS TOUT LE DONAINE

4.1 - Transition avec andmomdtrie classique

Pour le domaine des vitesses longitudinales plus importantes, l'an~momdtrie classique fournit
1'information avec pr~cision. Pour implanter l'algorithme MEDIA dans un matdriel opdrationnelt la
transition entre la vitessc air reconstitude et Ia vitesse andmom~trique doit 8tre effectude de faqon
addquate.

L'algorithme MEDIA tient toutes sea performances dans le domaine des vitesses infdrieures A 20 rn/s.
L'andmomdtric classique atteint ces m8mes performances pour des vitesses supdricures A 25 m/s. On a donc
choisi de faire une transition lindaire entre 20 et 25 rn/s entre Is vitesse air longitudinale issue du
mod~le et celle issue de l'andmomdtrie classique. Airisi la formule de restitution de la vitesse air
longitudinsle eat:

Vax - bl.VaM. + b2.Vac

Vax est is vitesse air longitudinale calcu1de

VaM eat ls vitesse air longitudinale dlaborde par l'algorithme
MEDIA

Vac est la vitesse air longitudinaic fournie par le capteur
andmomdtrique

bl et b2 sont deux coefficients donL Is valeur est indiqude
en figure 4. Cette valeur est fonction de la vitease sir. bl at b2 sont calcuids de fa~on Ice qua
pour una vitense air donn~c, bl + b2 = I.

b) of b2

FIGURE 4
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4.2 - Algorithmc de restitution

L'dlaboration de la vitesse air dans le domaine des bassos vitesses eat trbs pcrformant lors des

phases de vol stabilisdes. Par contre, sea performances so ddgradent 14gbrement lora des phases de vol
transitoires :vol accdldrd, montde, deacente, virage.

Pour r~dujre la sensibilitd de la vitesse air reatitugc, un algorithme de filtrage eat mis en oeuvre.
Get algorithmc eat ddcrit en figure 5. Il consiste A faire une estimation du vent par comparaison de la
vitesse restitude et de la vitesse sol. Ce vent eat alors filtrd suivant un premier ordre avec une
constante de temps de 3 secondes environ. Cc vent filtrd est onsuite rccompos6 avec la vitesse sal pour

dlaborer une vitesse air optimale.

vtseesii* vitesse mosuris
resitSOper captour

per MEDIA andmon,~trique

b I 2 Vt~ss olissue o Tbrj dtin

Calcul du ven

1V Itesse air colculse

FIGURE 5
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5 - IDENTIFICATION DES COEFFICIENTS DU MODELE DE RESTITUTION DE LA VITESSE AIR

Les coefficients de restitution de la vitesse air soft ddpondants

- do 1'hdlicopt~re lui-meme,

- des captours do mesure do position des commandos de vol do 1hMlicopt !re.

Le problilme de 1'identification de ces coefficients so pose unitaircment- donc pour chaquo h~licopt~re.

11 s'agissait donc d'dlaborer uno m~thode d'identification suffisatmncnt simple do misc on oeuvre
opdrstionnelle. La solution ddveloppde par la S.F.I. .M. permet cette identification sans sucune

instllaionsp~cfigo n ~ ord o lh~lcoptre i aiso. De plus, cette idontification so d~roule on
temps r~el ot n costo aucun trait omont en temps d ffr ni dans le mat~riel lui-m~me ni en centre do
ca lcu 1.

L'identification des coefficients eat effectude au cours d'un vol spdcifique dont la durde cat
d'environ 20 minutes. Cc vol so d~compose en uno sdrio do passes A diffdronts caps, A diffdrentes vitosses
sol et A diffdrents ddrapagos. L'onsemblo do ces passes eat destin6 A explorer lo domaino des basses
vitessos do faqon aussi large quo possible. Ce vol do calibration a lieu bora do la promi~re misc on
oeuvre do l'h~licopt~ro ou apr~s uno intervention importante au nivoau du rotor ou d'un des moyons do
mosuro des commandos dos pas. Une fois d4termin~s, lea coefficients sont stockds en m~moiro non volatilo.

Le procossus d'idcntification s'offectuo do fa~on compl~temcnt automatique. A chaque instant,
l'algorithme dispose des mesuros suivantos

- accdl~ration longitudinalo
- acc~ldration lat~rale
- pas cyclique longitudinal
- pas cyclique latdral
- pas collectif
- pas du rotor anticouple
- cap
- vitesse sob longitudinale
- vitosse sal lat~rale.

A partir des mosuros, l'algorithme eatimo par la m~thode des moindres carr~s les coefficients do la
combinaison lindaire restituant la vitesse air ot boa composantos du vent sur loa axes gdographiques.

Chacuno des composantes du vent eat estimdo 2 fois

- par loa 6quations agissant sur l'axo longitudinal
- par les 6quations agiasant sur l'axo latdral.

Cette double estimation pormet d'apprdcier Ia qualitd do la calibration par comparaison des deux
valeurs

Le principo suppose donc quo lo vent domoure constant au cours du vol do calibration. Lexprienco a
montrd quo les rafalos do vent jusqu'A 5 rn/s roatont cepondant acceptables ot no ddtdriorent pas le
r~sultat do Ia calibration.

La 84lcCLion dos mosuros au cours du vol do calibration est automatique. Cetto seloction s'effcctue
solon deux crit~res:

- critbre do sLabilit6, afin do no pas Lenir compte des phases transitoiros pendant losquelles
l'addquation du mod~le A la rdalitd eat: momns performanto.

- critilre do "conditionnomont" du ayst~mc afin do disposer do mosures suffisaminent rdparties dana be
domaine do vol. Ainsi uno mesure n'eat prise on comptec qu'h la condition do procurer au syat~mc do
l'information compldmontaire pour la ddrcrmination des coofficionts.

Le principe do l'algorithme do calibration eat dessind en figure 6.

Lorsque be nombro do mesures oat suffisant et que be crit~re de conditionnement. a atteint le scuil
pr~d4fini, le traiiemont des meaures cat: effectud afin do d~sterminer Iladsric do coefficients n~cessaires
A Is restitution do is viteaso air.
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Centrale STIRS 28S1

7 -RESULTATS D'ESSAIS EN VOL

Le Centre d'Essais en Vol de Br~tigny a dvalud les algorithmes de restitution de Ia vitesse air dans is
STIRS 28SH lors de 9 vols effectuds entre novembre 1987 et janvier 1988.

Deux vols oat dtd consacrds A la calibration.

Sept vole ont dtd consacrgs & l'dvaluation des performances vitassec air. Scules ont dtd conservdes les
positions dc vol pendant lesquelles Ia rfdrence de mesure du vent restait dans le domaine de prdcision de
0,5 rn/s en module at de 0,8 degrd en direction.

Ces positions de vol reprisentent 41 passes stabilisdes explorant le domaine des basses vitesses
(infdrieures A 25 m/s) de faqon a peu prbs dquirdpartie.

Les rdsultats sont rdsumds dens le tableau suivant

I I Noyenne de I cart-type de
I 1erreur (an/a) I erreur We/) I

IVitC8se 1 , ,
longitudinaleI0,1,

IVitesse 1I, ,
latdrale 0,14

Il apparsit qua ces rdoult at. sont conformes aux prdvisions effectudes grace aux enregistraments en
vol prdliminaires. Ainsi aucune diffdrence notable W'e dtd remarqude entre le comportement en temps
diffdrdt et en temps rdel des algorithmes d'identification et dc restitution.
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8 - CONCLUSION

L'dtudo, la mise en ocuvre dans un syst~uo opdrationnel at lea essais en vol do l'algorithme MEDIA ant
montrd que:

- l'approche du problame donne des rdsultats satisfaisants,

- l'implantation de cet algorithme dans une centrale de navigation cat une solution plaisante dans Ia
mesure o6 cule no ndcessite pas de liaisons spicifiquos entre les diff~rents dquipements de l'hdlicoptbro.

- l'identification en vol des coefficients de lalgorithme sans installation sp~cifique au sol ou A
bord eat opdrationnellement tr~a attrayante.

- l'insensibilitd de l'algorithae do restitution de ls vitoase air I Ia masse do l'hdlicopt~re par
l'utilisation du pas collectif de 1'hdlicoptbre.

Cependant, Is susceptibilitd do l'algorithue A des conditions de vol diffdrentes n'a pas dtd dtudide en
Vol

- ausceptibilitd au type d'hdlicoptare,
- suaceptibilitd au contrage de l'hdlicoptbre,
- suaceptibilitd de l'algorithme aux phases non stabilisdcs.

Ces points sont on cours d'dtude I Is S.F.I.M.
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THE DEVELOPMENT OF AN AIRBORNE
SYNTHETIC APERTURE RADAR MOTION COMPENSATION SYSTEM
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A3STRACT

The Canadian Department of National Defence has developed an airborne Synthetic Aperture Radar
Motion Copensation System (SARMCS) for the AN/APS-506 Maritime Search Radar. To attain high quality
airborne SAR imagery, the SARMCS must provide accurate information on spurious motion of the antenna
phase centre during a SAR scene. This information is used to compensate the radar returns, thereby
enhancing the SAR image quality.

The SAR4CS is effectively an integrated navigation system consisting of a ring laser gyro
inertial navigation system (LTN-91), a Decca doppler radar, a baro-altimeter, and a motion compensation
inertial measurement subsystem (MCIMS). This paper describes the hardware and software configurations
of the SARMCS implemented on board a Convair 580 research aircraft. In addition, the flight testing
approach and some of the simulation and flight test results are presented.

1.0 INTRODUCTION

The Canadian Department of National Defence is developing a high resolution airborne Synthetic
Aperture Radar (SAR) mode for the AN/APS-506 radar. To attain high quality airborne SAR imagery, it is
essential that very accurate motion compensation be applied to the radar returns to account for
deviations of the radar phase center from a smooth reference path, chosen a priori. The main task of
the SARNC system is to determine spurious high frequency deviations from the desired motion along the
reference pathl these displacements are used by the SAR processor to adjust the relative alignment and
phase of the radar returns, after which it removes low frequency (quadratic) errors by autofocusing,
which amounts to fitting a quadratic phase adjustment to the radar returns across the synthetic
aperture to maximize a specified measure of image contrast.

This paper briefly describes the hardware instrumentation and software algorithm design of the
SAPMCS implemented on board a Convair 580 research aircraft. Some simulation and flight test results
are also presented.

2.0 MOTION COMPENSATION REQUIREMENTS

There are two main modes of SAX operation. In spotlight mode, the antenna is aimed at the
designated target (Figure 1) or specified coordinates, and wide bandwidth radar pulses are emitted. In
the strip-mapping mode, the orientation of the radar boresight is held constant approximately at right
angles (Figure 2) to the nominal flight path, thus illuminating a swath to the side of the aircraft.

For airborne SAX processing, the ideal situation is that the radar antenna, mounted on the
aircraft, moves along a straight line in space, transmitting and receiving pulses at equally spaced
intervals along this path, which forms the synthetic aperture. However, in general, the actual path of
the antenna will deviate from the nominal path due to aircraft turbulence, autopilot inaccuracies,
etc. These spurious motions, if uncompensated, can severely degrade the SAR image. The function of
the motion compensation system is to sense the antenna motion, and compute the deviations between the
actual path and the nominal path. This information is then used to correct the phase of the radar
returns so that, ultimately, as far as the radar processor is concerned, the pulses look like they were
emitted at these ideal points along the nominal track.

2.1 Performance Accuracy Requirements

Since this project is in support of the development of a SAR radar capability, the performance
requirement for motion compensation has been specified in terms of power spectral density (PSD) of the
tolerable error in measurement of the displacement of the antenna phase center (Figure 3). The
displacement error spectrum has been divided into two components. The portion of the PSD below A Hz
lies in the ODon't-Care Region'. This contains the components of the displacement error which have
characteristic times longer than the maximum aperture time of T seconds (A Hz - l/T seconds).
Displacement error components having frequencies above A Hz must be controlled by the motion
coenmation system. An estimate of the RMS magnitude of the allowable motion compensation error is
obtained as:
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6R r . 0.33 mm (RNS).

This is the residual displacement error along the line-of-sight (LOS) to the target not including
contributions from constant and linear components of range error, which have no effect on image

quality, or quadratic components which are removed by the autofocusing.

The displacement error components above A Hz affect the contrast of the SAR image while those
below A Hz degrade resolution and produce geometric distortions of the image. Although the lower
frequency components within the "Don't-Care" region may affect the SAR image quality, this error
component is to be controlled through the autofocusing algorithm. Therefore the SARI4C project only
considers error sources above the A Hz region. It should be noted that during the early phase of the
design study, it was felt that the performance requirement of the order of a millimeter would not
likely be achieved in a practical situation as there are a large number of practical design variables
which would easily overwhelm this level of accuracy requirement.

2.2 Analysis of Error Sources

In view of the extremely stringent accuracy requirement, primary design consideration was
concentrated on estimating the magnitude of the contribution of major system error sources to the
residual range error. The following error sources were considered:

uncompensated phase center motion due to antenna pointing errors

computational and related errors arising from the imperfect
solution of the strapdown motion compensation equations

gyro and accelerometer errors of the strapdown IU

attitude errors of the strapdown navigator due, in part, to
imperfect transfer alignment from the master INS

The analysis indicated that the principal sources of error in computing the LOS change in range
are the mislevels of the strapdown navigator, the error in determining the initial depression angle of
the target LOS, computational errors in navigation and targetting algorithms, error in the measured
relative azimuth of the strapdown INU and the radar antenna boresight, and errors in the accelerometers
and gyros. From the results obtained for the required aperture under conditions of medium turbulence,
the error budget of Table 1 was drawn up.

Table 1: Error Budget
Error Source Max. Contribution to

P145 (nou)

1. Sensor errors
-accelerometer 0.02 0
-gyro 0.09 8

RSS TOTAL (sensors) 0.09 8

2. Computational errors 0.10 9
3. S/D heading error 0.02 0
4. S/D mislevels 0.18 30
5. S/D azimuth alignment 0.05 2
6. Azimuth angle encoder 0.05 2
7. Interpolation errors 0.10 9
8. Initial depression angle 0.15 20
9. Contingency 0.15 20

RSS TOTAL (all) 0.33 100

3.0 SARKC SYSTEM ODNFIGURATION

The SARMC system instrumentation that was designed and installed on board the National
Aeronautical Establishment (NAE) Convair 580 aircraft is shown in Figure 4.

3.1 Sensor Description

The principal motion compensation sensor is the MCIMS (Notion Compensation Inertial Measurement
Subsystem), which is a Strapdown (S/D) Inertial Measurement Unit (IMU) located in the nose of the
aircraft with the SAR antenna. It provides raw measurements of the angular rates and linear
accelerations of the MR antenna at a 50 Hz rate in the form of angular and velocity increments.
Developed by Lear Siegler, the MCIMS is actually a two box configuration consisting of an instrument
package and an electronics package. The instrument package contains two dry tuned-rotor gyroscopes and
three accelerometers whose performance specifications are indicated in Table 2. The package is 8.6 cm
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wide by 8.9 cm high by 12.7 cm deep, and together with its mounting tray, weighs only 1.9 Kg. It is
mounted on the antenna ring gear housing (Figure 5) which, along with the rest of the antenna, is
nominally stabilized in roll and pitch by servo loops. This location places the sensor package as
close as possible to the antenna phase centre (about 50 cm away) and ensures that there is minimal
relative motion between the phase centre and sensor package. The second box of the MCIMS, the
electronics unit, contains all the electronics required to operate the sensor package, including power
supplies and sensor rebalance loops. The electronics package also performs digitization of the analog
sensor signals and compensation of the sensor outputs for factory-calibrated errors. This box is
installed at a site located aft of the aircraft nose bulkhead.

The master INS is located about 6 metres away from the MCIMS, near the centre of gravity of the
aircraft. It is an off-the-shelf LTN-91, employing ring laser gyroscopes and providing full three-axis
inertial navigation with nominal 2 nm/hr (95%) accuracy. Standard outputs from the system, which
include 3-D position, velocity, attitude and heading, are provided on an ARINC 429 bus at rates varying
from 8 Hz to 64Hz.

The Decca 72 Doppler velocity sensor used in the SARMCS employs a strapdown lambda 3-beam
configuration to measure aircraft velocity in aircraft body coordinates relative to the terrain
surface. The primary error in the measurement of the forward velocity component is a scale factor type
error in the order of 1-2% depending upon the terrain. The error in measuring the lateral velocity
component principally results from an antenna boresight azimuth misalignment which is typically less
than 20. For overwater operation, the ability of the Doppler sensor to measure velocity with respect
to the earth is degraded because of shifts in Doppler frequency due to sea currents and waves.

The SARMCS also utilizes information from air data sensors, which includes a Digiquartz pressure
transducer to measure static air pressure and a Rosemount air temperature probe mounted on the wingtip
to measure outside air temperature. This information is needed to compute baroaltitude.

3.2 Signal Processor Overview

The simplified block diagram for the SARMCS Phase II configuration is shown in Figure 6.

Velocity and angular increments from the MCIMS are processed in a S/D navigator algorithm which
mechanizes the navigation equations in a wander azimuth frame. Since the MC1?4S is mounted on the
antenna ring gear housing, the algorithm fundamentally computes antenna attitude and heading, and
velocity and position of a particular point at the MCIMS location. A lever arm correction is then
applied within the navigator to obtain estimates of the velocity and position of the antenna phase
centre. Static pressure and outside air temperature from the air data sensors are inputs to a
Blanchard algorithm for a baroaltitude calculation. [1) Baroaltitude is used in a classical
third-order damping loop to stabilize the S/D vertical channel.

The S/D navigator outputs are then provided to a targetting algorithm. This algorithm uses the
S/D information, in conjunction with scene initialization information from the radar subsystem, to
calculate the LOS displacement of the antenna phase centre relative to the LOS displacement for a
nominal smooth path trajectory. From these relative LOS displacements, the targetting algorithm then
generates appropriate phase corrections that can be used to compensate the phase of the radar returns
for the spurious phase centre motion. Additional motion corrections computed by the targetting
algorithm include range gate corrections, which are implemented to keep the target energy in the same
range cells over the scene, and cross-range corrections, which are used to resample the radar data in
order to maintain constant spacing between radar samples.

The outputs of the S/D navigator, along with information from the master INS and Doppler velocity
sensor, are also supplied to a Kalman filter which estimates various system and instrument errors
associated with these devices. The filter-estimated S/D navigation and MCIMS instrument errors are fed
back to the S/D navigator algorithm and used there to correct the relevant quantities in a closed loop
fashion. The net result of this Kalman filter integration is that alignment of a Doppler-damped master
INS is continually transferred to the S/D navigator. Filter diagnostic data and corrected master
navigation data are provided as secondary SARMCS outputs.

4.0 SARMCS Simulation Software

The SAR14CS simulation software is divided into 3 separate packages:

a. The Data Synthesis Package generates realistic synthetic data from the system error models which
include

strapdown IMU model
Master INS model
Doppler radar model
Atmospheric pressure and temperature models
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b. The Data Processing Package can process both synthetic and real sensor data. It implements the
motion compensation processor of Figure 6, which includes

strapdown navigation and sensor compensation algorithms
barometric altitude algorithm
Kalman filter

targetting algorithms

c. The Evaluation Package evaluates the performance of the processing package by comparing computed
master and strapdown navigator positions, velocities and attitudes with corresponding accurate
reference data generated by the Synthesis Package.

5.0 KALAN FILTER DESIGN

A baseline 35 state Kalman filter was developed to indicate the best level of achievable
performance. The filter is mechanized using Bierman's U-D factorized formulation 2 . The filter
structure is implemented in such a way that arbitrary subsets of the full error state vector may be
selected for a particular run by specifying values for input parameter tables. Similarly any subset of
measurements may be selected. This results in a very flexible design tool. An error control routine
uses position, velocity and misalignment error state values to correct position, velocity and attitude
estimates of the strapdown navigator after each filter update, unless the update occurs during a SAR
window. The corresponding error states are zeroed after executing error control.

The complete set of error states is specified in Table 3. The measurements used to obtain the
baseline filter simulation results presented in the next section are given in Table 4. Additional
measurements were mechanized, namely: master/strapdown velocity matching, as well as 2-dimensional
versions of all the position and velocity matching measurements, constructed in the level components of
the wander azimuth coordinates.

5.1 Sub-Optimal Kalman Filter Design

For practical implementation, a suboptimal 21 state Kalman filter was designed. The error state
vector is described in Table 5.

The error dynamics of the system states in subvectors xm and xs are modelled in the Kalman
filter using the general propagation equations for a * angle (true frame) inertial error formulation
[3] resolved in a wander azimuth frame. The augumenting states in xmi, xd , and xsi, which
represent time-correlated errors in the various instruments, are modelled as first-order Markov
processes.

The modelling of relative S/D system errors instead of absolute S/D system errors in the statc.
vector is a design decision that is motivated by several considerations. First, from a theoretical
viewpoint, this is an appropriate choice because measurements constructed by comparing information from
two systems with the same error dynamics only allow observability of the relative error between the two
systems. A practical motivation for modelling relative S/D errors is that for this case where S/D
instrument errors are expected to be much larger than master INS instrument errors, it can be shown
that the estimation of x. and xsi is essentially decoupled from the estimation of xm, xmi and
xd, in the sense that no significant correlation develops between these two sets of subvectors during
Kalman filter operation. This behaviour is mathematically equivalent to having two independent Kalman
filters, one of which accomplishes transfer-of-alignment from the master to the S/D platform while the
other performs Doppler-damping of master errors. This is a robust configuration in that the effects of
slight mismodelling of the lower quality S/D IMU in the Kalman filter cannot feed back through the
velocity matching measurements to corrupt the estimation of master system errors.

One feature of the SARMCS Kalman filter that noticeably distinguishes it from a navigation-type
Kalman filter is the absence of teasurements that bound the inertial position error. This is a direct
consequence of tailoring the Ka~man filter for the specific task of performing accurate S/D platform
alignment. The presence of S/D position errors have only a relatively weak effect on the buildup of
platform misalignments and velocity errors, so there is no need to accurately estimate them in the
SARKCS. In fact, S/D position states are dropped altogether; the use of the angle error formulation
for the Kalman filter inertial error models conveniently allows this to be done without impacting on
the filter's ability to estimate S/D velocity errors and platform misalignments from the velocity
matching measurements.

It is worthy to note that the choice of augmenting states in the SARMCS Kalman filter is based
primarily on the criterion of observability. The states in xmi, xd and xsi represent only those
significant instrument errors that are separately observable with the given measurements.
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5.2 Measurement Modelling

The Kalman filter processes a set of four measurements every 10 seconds to update the state
vector and associated error covariance matrix. Two master-Doppler velocity matching measurements are
formed from the x and y components of the following vector velocity difference, coordinatized in the
aircraft body frame:

'Vmd = Vm - Vd + 'Xmd (1)

where Vm is master indicated velocity, Vd is Doppler indicated velocity, w is aircraft angular rate
and Lmd is the lever arm from the master INS to the Doppler antenna. The other two measurements are
master-S/D velocity matching measurements calculated as the x and y components of the following vector
velocity difference, coordinatized in the wander azimuth frame:

A Vms = Vm - Vs + wXLms (2)

where V. is S/D indicated velocity, Lm. is the lever arm from the master INS to the antenna-mounted
IMU and Vm and w are as defined for ( 1 ). The Kalman filter measurement model is derived by
perturbing ( 1) and ( 2) and expressing the results in terms of the modelled error states.

6.0 SARMC SIMULATION AND FLIGHT TEST VERIFICATION

The mission profile for the simulation is shown in Figure 7. It is consistent with the flight
tolerance limits of the CV 580 research aircraft. It involves an initial climb to an altitude of 1000
metres, followed by a racetrack manoeuvre after 10 minutes and an s-turn 20 minutes after takeoff.
This is followed by a period of nominally straight and level flight during which 23 SAR apertures are
simulated. About 1 hour after takeoff, a second s-turn is carried out to control the strapdown
navigator heading error. This is followed by another section of straight and level flight during which
9 more SAR apertures are simulated. All simulation results are obtained using the baseline Kalman
filter design unless otherwise stated.

6.1 Simulation Results

Figures 8 to 10 show the north velocity, roll and heading errors of the strapdown navigator,
together with RMS values computed from the Kalman filter error covariance. The pitch error has similar
characteristics to those of the roll error. Notice that the 10 bound of the roll error conforms well
with the single run error trace. In Figure 9, the heading error RMS is reduced to the level of master
heading error after the second S-turn.

Figures 11 and 12 show the LOS displacement error before and after autofocusing. The
performance is well within the stated requirements.

Simulation results indicating the performance of the suboptimal 21 state filter are shown in
Figure 13. This plot depicts the roll errors of the strapdown navigator, as well as the filter
predicted 10 value. From comparison of Figure 13 to Figure 9, the performance of the two filters is
quite similar except for brief periods during aircraft manoeuvres.

6.2 Flight Testing Philosophy

The philosophy for flight testing the SARMCS involves validating the correct operation of
subsystem configurations which increase in complexity until the complete configuration is attained.
This type of approach provides a systematic method for detecting and isolating unexpected error sources
in the hardware and/or software functions. There are five sequential steps in this flight test plan:

1) evaluate the performance of the Master/baro subsyrtem.

2) evaluate the performance of the MCIMS/baro subsystem,

3) evaluate the performance of the Master/Doppler/baro/ subsystem,

4) evaluate the performance of the Master/Doppler/baro/MCIMS subsystem,

5) evaluate the performance of the full SARMCS with all SARMCS sensors utilized.
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In the first four steps, the subsystems are tested to verify that their velocity accuracies are
consistent with expected values predicted by the earlier simulations. A flight reference system (FRS)
developed by DREO is used to provide the "truth' data for evaluation of these subsystems (4]. The FRS
employs an extended Kalman filter which optimally integrates precision microwave ranges from a Del
Norte Trisponder system with information from an LTN-91 inertial navigation system. For the FRS, three
ground transponders are positioned at surveyed locations. They provide a rectangular coverage area of
width 45 kilometres and length 130 kilometres within which at least two ranges with good geometry are
received by the aircraft. Under these conditions, the PRS provides continuous aircraft velocity
information accurate to 0.1 metres/second and position information accurate to 10 metres. This
accuracy is sufficient for evaluating these subsystems since velocity errors in the order of 1
metre/second are expected.

After it has been verified that the various subconfigurations are operating properly, the final
step involves testing the full SAR14CS configuration by applying motion corrections computed by the
SAR4CS system to spotlight SAR data. The extent to which the SAR image is enhanced is the ultimate
indication of the performance of the SARMCS.

6.3 Flight Test Results - System Performance

The flight test results presented here were obtained from processing recorded data acquired on a
representative flight for which reference flight trajectory data was also available. Since the long
term accuracy of the FRS is determined by the precise ranges, the reference data is considered to be
independent of the SARMCS Kalman filter outputs. The flight profile roughly consisted of seven
parallel straight legs with length varying from 75 Km to 125 Km. Aircraft speed was 100 m/s and
altitude was 1200 m.

An important set of variables that provide a good diagnosis of the Kalman filter behaviour are
the Kalman filter residuals associated with the measurements constructed at each update time. In
Figures 14(a) and 14(b), the solid traces indicate the sequence of measurement residuals for the X
master-Doppler velocity matching measurement and X master-S/D velocity matching measurement
respectively while the dashed lines show the filter-predicted rms for these residuals. If a
measurement residual exceeds its predicted rms by more than a factor of three, the measurement is
assumed to be bad, and it is rejected. Gaps in the plot of Figure 14(a) occur during turns when
master-Doppler measurements are disabled because of degraded Doppler accuracy. Also, during turns, the
predicted rms for the master-S/D measurement residuals increases to account for the effects of
dynamically induced errors in the S/D IM. It is observed from these plots that the actual rms of each
residual set is generally consistent with the filter-predicted value within a factor of two. This is
an indication that the Kalman filter's error models are valid representations of *real-world" error
behaviour. The equivalent plots for the Y components of the two measurement types are similar to the X
component plots, except that both the predicted and actual rms levels of the Y master-Doppler residuals
are higher, as expected from Doppler radar operation.

The ability of the SARMCS Kalman filter to Doppler-damp platform tilts in the master INS was
directly evaluated. In Figure 15, the solid line indicates the total platform tilt of the
Doppler-damped master INS over the course of the flight, while the dashed line shows the total platform
tilt of the undamped master for comparison. The traces consist of data points plotted at 10 second
intervals where each data point is the root sum square (ras) of the roll and pitch errors determined at
that point in time by differencing the roll and pitch outputs of the damped or undamped master INS with
the reference roll and pitch provided by the FRS to an accuracy of 0.1 arc minutes rms. For nominally
zero aircraft pitch, these roll and pitch errors are essentially equal in magnitude to the platform
tilt components. If the data up to t-2000 seconds are ignored to allow for the Kalman filter settling
time, the rms of the platform tilt calculated over the remaining data points is 0.19 arc minutes for
the Doppler-damped case and 0.40 arc minutes for the undamped case. The filter-predicted rms of the
damped total platform tilt for steady-state filter conditions after t-2000 seconds is 0.22 arc minutes
which is in close agreement with the calculated rms of the actual damped tilt. These results indicate
that the Kalman filter exhibits well-tuned behaviour and is successful in using the Doppler information
to reduce master platform tilts. It should be noted that this was an overland flight; for an overwater
flight, Doppler-damping performance can be degraded because of added Doppler errors.

A secondary function of the Kalman filter is to transfer azimuth alignment from the master to
S/D platform. Figure 16 is a plot of S/D indicated heading differenced with master indicated heading.
The large "spikes' in the plot are actual heading differences between the master INS and the
antenna-mounted S/D IMU that result when large impulsive torques are applied to the slightly compliant
antenna structure by the antenna servo loops while the radar is in a sector sweep mode. The slower
trends in the heading difference result from S/D platform azimuth mi.alignment with respect to the
master platform. The plot shows that such misalignments are mostly less than 10 arc min during the
flight. This is a good indication that the Kalman filter can adequately transfer azimuth alignment to
the S/D platform.
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6.4 Flight Test Results - SAR Imagary

Figures 17 to 20 indicate the performance of the SARMCS using the suboptimal Kalman filter.
Figure 17 shows tae motion compensated SAR image of essentially a point scatterer. The target is a
satellite receiving station's 10 meter reflector-type antenna, equipped with a dual frequency S/X-band
feed. The X-band feed was short circuited in order to provide a strong reflection from the antenna.
In this type of display, the vertical scale is signal amplitude, one horizontal scale is distance along
the radar line-of-sight, and the other horizontal scale is distance perpendicular to the radar
line-of-sight. Theoretically, the SAR image for a point target should be one sharp peak, which is
fairly close to what is being achieved in this image.

Figure 18 shows the same radar data but processed without motion compensation. Here, it is
apparent that the effect of spurious uncompensated aircraft motion is to cause energy from the main
peak to spill out into side lobes. The implication of this for a more typical image containing many
point targets is that weaker targets in the vicinity of stronger ones might be completely obscured by
this sidelobe energy; in optical terms, the resulting image would be described as having poor contrast.

Figure 19 shows a motion-compensated SAR strip map image taken of the Sudbury area in northern
Ontario. The strip is about 650 metres wide and 1500 metres long. The area is near the nickel smelter
in Sudbury that refines the ore from the surrounding mines. The dim lines are roads, and the brighter
ones are railway tracks. The very bright lines are pipes that lead into a cluster of five circular
storage tanks; the radar reflection off the circular edge of one of the tanks can be clearly seen in
the image.

Again, Figure 20 shows the same piece of radar data but processed without motion corrections.
The image is initially focused but then starts to smear out as the aircraft deviates from the nominal
straight line track. In this case, the deviation is a result of a 2 degree change in aircraft
heading. The pipelines can barely be distinguished in this image.

7.0 CONCLUSION

The future prospects for the SARMC system look very promising. The SARMCS development, as well
as the entire spotlight SAR development is on schedule to be completed in time for the CP-140 radar
update in the mid-1990's. Also, the SAR motion compensation technology has significant potential for
comercial SAR applications such as ice surveillance, and geological and hydrological mapping.
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MCIMS Gyro Performance Characteristics

Characteristic Performance

Range 150 */s
Scale Factor Repeatability 150 ppm (la)
Scale Factor Linearity 150 ppm (la)
Bias Repeatability 0.2 */hr (la)
G-sensitive Drift Repeatability 0.2 */hr/g (la)
Axes Nonorthogonality 20 arc sec (la)
Bandwidth (3 db) 65 Hz
Output Quantization 3.3 arc sec

MCIMS Accelerometer Performance Characteristics

Characteristic Performance

Range 10 g
Scale Factor Repeatability 200 ppm
Bias Repeatability 100 ug (la)
Axes Nonorthogonality 20 arc sec (la)
Bandwidth (3 db) 250 Hz
Output Quantization 2.5 mm/s

TABLE 2. PERFORMANCE CHARACTERISTICS OF MCIMS INSTRUMENTS

Type of Error Description

State

master x,y,z position errors 1  Master-Doppler vocity matching (Doppler beam coordinates)

inertial xyZ velocity errors - +

x,y,z platform misalignment angles 1

S/D inertial x,y,z position errors 2  V computed master velocity (w. a. coords.)

XyZ velocity errors Doppler velocity (aircraft body coords.)

2 w aircraft angular rate
x,y,Z platform misalignment angles L 6 lever arm from master INS to Doppler radarCt master w.a.-to-body DCM

master expon- z accelerometer bias C. t body-to-beam DCM

entially x,y,z gyro biases
1

correlated
S/D exponen- xIyIz accelerometer biases3 Master-strapdown position matching (body coordinates)

tially x,y,z gyro biases 3  C, [R, - R9 1 L6

correlated

baro & Doppler baro altimeter bias1  R, master geographic position
ROO strapdown geographic position

exponentially x,y sea bias states1  Lb lever arm from master to strapdown

correlated x Doppler scale factor error T  geographic-to-body DCvl

y,z Doppler boresight error34
Doppler carrier drift

Master-baro position matching (master w.a. coordinates)
lmaster w. a. coords.
2 strapdown w. a. coords. hm - hb
3 strapdown body coords. hm master altitude
4aircraft body coords. hb barometric altitude

TABLE 3. KALMAN FILTER ERROR STATES TABLE 4. ERROR MEASUREMENTS
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Sub- Description Frame
vector

x,y master position errors W.A.1

x x,y master velocity errors W.A.
x,y,z master platform misalignments W.A.

x i x,y master accelerometer biases A/C 2

Doppler forward scale factor error A/C
x d Doppler azimuth boresight error A/C

x,y sea biases W.A.

x,y S/D velocity errors (relative W.A.
x to master)

x,y,z S/D platform misalignments W.A.
(relative to master)

x i x,y,z S/D gyro biases S/D 3

11

1 Wander azimuth frame:x,y-level,z-vertical
2 Aircraft frame~x-forward,y-right ving,z-dovn
3S/D IMU body frame:x-forvard,y-transverse,z-dovn

TABLE 5. SUBOPTIMAL FILTER ERROR STATES

B PROJECTED POINTS
B .~OF TRANSMISSION
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GUIDANCE AND CONTROL CONSIDERATIONS FOR A MANEUVERING AERIAL TARGET SYSTEM

Alex B. Markov and Robert W. Herring

Defence Research Establishment Suffield, Ralston, Alberta, Canada TOJ 2NO
and

Eric N. Solowka
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ABSTRACT

In 1981 the Defence Research Establishment Suffield (DRES) initiated
proof-of-concept (POC) development of a high subsonic, maneuvering fire-and-

forget aerial target system named ROBOT-X. This effort was In response to a
Canadian Navy requirement for aerial targets simulating low flying aircraft or
anti-ship missiles, but has resulted in a target system that is also useful in
many army low level air defence training scenarios. The POC development,
recently completed, included seventeen POC test flights conducted at DRES.

Of critical importance for ROBOT-X to meet its performance objectives is
a programmable, cost-effective flight control system. The system that was
developed, which we call MicroPilot, incorporates a number of software and
hardware features that allow it to fulfill ROBOT-X guidance and control mis-
sion requirements, permit convenient re-configuration of the guidance and con-
trol sensor suite, and facilitate implementation of algorithmic changes. This
modularity has resulted in a flight control system that can also be used in
other unmanned flight vehicles.

The paper includes a description of the ROBOT-X aerial target system.
Guidance and control aspects are emphasized, and the methodology adopted in
the flight control system design and prototyping is reviewed. MicroPilot
algorithmic, software and hardware features are described as they evolved in
POC ROBOT-X development. Highlights of results from simulation, testbed air-
craft trials and POC ROBOT-X flight trials are given.

1. BACKGROUND

The Defence Research Establishment Suffield (DRES) has been involved in R&D
dir oted at aerial target technologies since 1979. Since 1981, this target research has
beer. focussed on ROBOT-X (Figure 1), a maneuvering rocket-boosted flight vehicle which
has been developed to enable technologies for providing naval point defence missile
systems with a target which simulates subsonic invader aircraft and anti-ship missiles
coming from beyond the radar horizon (Figure 2). ROBOT-X also has potential for air-to-
air and low level air defence applications.

The proof-of-concept (POC) development had the primary objectives of demonstrating
tha ROBOT-X could meet its basic performance objectives as an aerial target system, and
of ddressing the key technical areas and developments required to establish the system
cost-effectively. A detailed description of the ROBOT-X system and the POC development
hisiory are given in Reference 1. The system's basic performance parameters are as fol-
lows:

1. Maximum speed - Mach 0.85;
2. Altitude hold (pressure altimeter) - ±30 m;
3. Altitude hold (rauar altimeter) - ±15 m;
4. Homing capability to a nondirectional beacon (NDB);

5. Sea level range 937 km (20 nm); and
6. Maneuvering capability (n z ) - ±8 g.

ROBOT-X utilizes 19 CRV-7 (C14) rocket motors for its propulsion system. These
Canadian developed solid propellant rocket motors were developed principally as unguided
air-to-surface 70 mm rocket weapons. They were selected for ROBOT-X use due to tireir
availability and low cost. In the ROBOT-X application they are fired sequentially in up
to 9 stages under the command of the flight control system (FCS). The guidance and con-
trol problems associated with ROBOT-X are demanding, in large measure due to the use of
these motors. The short burn time (2.3 seconds) and high peak thrust (1550 lbs/6900 N
per motor) result In the flight vehicle undergoing multiple boost/glide phases through-
out its flight. During the 2.3 second boost phases the vehicle can accelerate at up to
15 g through airspeed changes as high as 205 m/s. The FCS must continue to actively
function and control the vehicle throughout all phases of the flight Including the boost
phases.

The POC R&D has resulted in an ongoing Advanced Engineering Development (AED) pro-
gram that has as its primary objectives to adapt the POC technology base for routine
ROBOT-X aerial target operations for the Canadian Navy, and to value-engineer the system

for cost-effective production. The AED effort is being managed by the Department of
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National Defence Directorate of Maritime Combat Systems (DMCS), and the prime contractor
is Boeing of Canada Winnipeg (BOCW). BOCW has been licensed by the Crown for the
ROBOT-X technology. Atlantis Flight Research Inc. (AFRI) has been licensed for the
guidance and control technologies and is pursuing potential markets for these technolo-
gies separate from that of the ROBOT-X application. The technological scope of this
paper is confined to the POC R&D effort.

2. ROBOT-X FLIGHT CONTROL SYSTEM

2.1 MicroPilot Background

DRES involvement in aerial target R&D has led naturally towards the development of
cost-effective flight control technologies. These efforts have resulted in the develop-
ment of two distinct autopilot systems. One, named Pegasus, was developed in-house at
DRES in response to requirements for a micro-processor based system suitable for mini-
RPV applications (Reference 2). The second, now commonly referred to as MicroPilot, has
been developed in response to more demanding ROBOT-X requirements, and provides a modu-
lar, multiprocessor autopilot system capable of both remotely piloted and autonomous
operation in a high-g environment.

The ROBOT-X flight control system (FCS) is a fly-by-wire system centered around
MicroPilot. MicroPilot was developed ab initlo in support of ROBOT-X requirements,
but as it is modular, fully programmable and configurable to different sensor and radio
subsets, it has potential for use in a variety of unmanned aerial vehicle applications.
Atlantis Flight Research Inc. is pursuing these markets independently of the ROBOT-X
aerial target applications.

The MicroPilot technology base was developed in the course of a "proof-of-concept"
effort that had three phases:

1. Phase 1 - MicroPilot concept/configuration development;
2. Phase 2 - Detailed design; and
3. Phase 3 - Prototype development and testing.

Five MicroPilot prototypes were designed and built by Atlantis Flight Research.
The prototypes were built based on specifications, flight control algorithms and atti-
tude and heading reference system (AHRS) algorithms defined by DRES, after preliminary
control law synthesis work had been conducted by the University of Toronto Institute for
Aerospace Studies. Most of the MicroPilot system integration work has been conducted at
DRES, and has included extensive testing in a captive flight mode on a manned testbed
aircraft (Figure 3) and on a motion facility (Figure 4).

2.2 MicroPilot Development Philosophy

MicroPilot development was undertaken when it was recognized that no "off-the-
shelf" system was available that had both the required performance for the ROBOT-X
application and the required low cost. The development philosophy that was adopted
included the following main features:

1. Modularity

The autopilot design strived to achieve the highest degree of modularity possi-
ble. This applied to software as well as hardware.

Modular hardware facilitated the changing of components in the field for main-
tenance purposes as well as for configuration changes should a requirement
arise for different sensor configurations. This happened several times during
ROBOT-X POC and AED development.

Modular software facilitated program development, modification and maintenance
as well as configuration changes.

2. Maintainability

The autopilot was designed to be maintainable by non-dedicated technical staff.
Further, it was designed to have components available from multiple sources
wherever possible.

3. Cost Effentiveness

The autopilot was designed to achieve the lowest cost/performance ratio. Fun-
damentally, this was accomplished by using low cost electronics and sensors
married to relatively sophisticated algorithmic/software subsets, to yield a
cost effective system with high performance.

4. Application Insensitivity

As well as being able to fulfill the specific needs of the ROBOT-X target
requirements, from the outset MicroPilot was designed to have the ability to
serve as an autopilot system for other vehicle or controller applications.



61-3

2.3 Design Requirements

Wherever possible, and without compromising aspects associated with flight safety
(e.g., rocket motor ignition and flight termination), the development has been made to
modest requirements as summarized in Tables 1 and 2. These requirements are suitable
for the ROBOT-X application but were sufficiently demanding to provide a good baseline
for the development of a multipurpose autopilot technology.

TABLE 1 ENVIRONMENTAL REQUIREMENTS

OPERATING TEMPERATURE -40 to +55 deg C

AMBIENT PRESSURE Sea Level to 9150 mASL

HUMIDITY 5 to 95% non-condensIng

ACCELERATIONS (OPERATING) X-axis -3 to +25 g's
Y-axis ±4 g's
Z-axis ±8 g's

ACCELERATIONS (RECOVERY) -15 g's in 30 deg cone about
ROBOT-X longitudinal axis

GROUND IMPACT (SURVIVABILITY) ±40 g's for 40 ms in all axes

TABLE 2 STATE ESTIMATION AND SENSOR REQUIREMENTS*

PITCH ATTITUDE 70 to -60 deg
min ±50 deg/sec pitch rate

ROLL ATTITUDE ±85 deg
min ±100 deg/sec roll rate

HEADING 0 to 360 deg
min ±30 deg/sec yaw rate

AIRSPEED 70 m/s to 340 m/s, ±5%

PRESSURE ALTITUDE 0 to 1500 m, ±15 m
1500 to 9150 m, ±1%

' AHRS performance is strongly influenced by the quality of the inertial sensors.
Improved performance can be achieved with upgraded inertial sensors.

The multiple boost/glide phases that occur during a ROBOT-X flight presented some
unusual problems in developing long-term pitch and roll references for the strapdown
AHRS algorithms. These will be further discussed in a later section. It is noted that
overall AHRS performance is strongly influenced by the quality of the inertial sensors.
Improved performance can be achieved with upgraded inertial sensors, with a portion of
ongoing second generation R&D effort currently focussing on achieving modest strapdown
INS capability.

2.4 MicroPilot Functional Block Description

MicroPilot represents an integration of multi-processor based hardware, a comple-
ment of sensors and extensive software used to execute estimation, control and state
monitoring of the flight vehicle. A general overview of MicroPilot and its Interfaces
to the ancillary airborne avionics is Illustrated in Figure 5.

The autopilot, via specific cards of the autopilot computer, interfaces directly
with the following ancillary airborne avionics:

1. Command Recovery and Integrated Staging Ignition System (CRISIS);
2. Pulse Code Modulated (PCM) telemetry downlink; and
3. Control surface servo actuators (canard, port aileron, starboard aileron).

In addition to the airborne avionics components, the autopilot is also linked to a
ground based launch station. The launch station to autopilot interface allows an opera-
tor to control and monitor autopilot operation while the vehicle is on the launch pad.
As well, the launch station provides a variety of vehicle pre-flight check-out, arming
and countdown capabilities.

2.5 Hardware Configuration

From a hardware perspective, MicroPilot consists of three main suhaets:

1. The autopilot computer.
2. The sensor/radio subset.
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3. The Power Management Unit (PMU).

The autopilot computer consists of the 8088 microprocessor based CPU board and the
peripheral electronics cards used to interface to the sensors and other ancillary air-
borne avionics. A more detailed description of the hardware configuration is given in
Table 3.

TABLE 3 MICROPILOT ELECTRONICS CONFIGURATION

CPU PCB - 2 K RAM

UP TO 32 K PROM
2K EAROM
WATCH DOG TIMER

8 HARDWARE INTERRUPTS

COMMUNICATIONS PCB - RS232/RS422
16 BIT PARALLEL HIGH SPEED INTERFACE
DISCRETE BIT I/O

ANALOG OUTPUT - UNIPOLAR
12 BIT RESOLUTION
4 CHANNEL

PWM OUTPUT - 8 CHANNEL
PROGRAMMABLE PULSE WIDTHS AND REP RATES

ANALOG INPUT - GAIN AND POLARITY SELECTABLE
8 CHANNELS PER PCB
UP TO 5 PCB'S
16 BIT RESOLUTION

TM INTERFACE - CAPABILITY FOR INTERFACING
WITH TM PCM ENCIDER

The sensor subset comprises the sensors used directly by the autopilot to compute
vehicle state estimation and provide vehicle control. The ROBOT-X sensor configuration
is described in Table 4.

TABLE 4 MICROPILOT ROBOT-X SENSOR CONFIGURATION

ACCELEROMETERS (3 AXIS)

ANGULAR RATE TRANSDUCERS (3 AXIS)

ABSOLUTE PRESSURE TRANSDUCER

DIFFERENTIAL PRESSURE TRANSDUCER

MAGNETOMETER (3 AXIS)

RADAR ALTIMETER

HOMING RECEIVER

TOTAL TEMPERATURE PROBE (OPTIONAL)

The PMU conditions the 28 Volt DC nominal power provided from the battery pack into
+5 V, +12 V, and ±15 V for use by the autopilot computer and sensors. The PMU also con-
tains logic to control up to three heater channels. These channels can be set to the
desired temperature, and the logic will turn the heaters on and off as required to main-
tain the autopilot thermal environment.

It is noted that there is a high level of integration involved between the auto-
pilot computer and its sensors. Each autopilot computer is tailored to a particular
sensor subset in order to optimize the quality of sensor data and minimize sensor speci-
fic non-ldealities affecting overall vehicle performance. This level of integration, to
a great degree implemented through software based sensor calibration data and through
modular analog input cards, makes feasible the use of low cost electronics with rela-
tively low cost sensors yielding an autopilot with performance typically found only in
higher cost systems.

A ROBOT-X avionics beam complete with MicroPilot is shown In Figures 6 and 7. A
generalized view of the arrangement of this equipment in the ROBOT-X flight vehicle is
shown In Figure 8. It is noted that the air data pressure transducers and a 3-axis mag-
netometer are located remotely. Also, configurations are available In which the angular
rate sensors and the accelerometers are packaged in one module as an Inertial Measure-
ment Un't (IMU).
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2.6 Algorithmic and Software Configuration

The development of MicroPilot/ROB4r-X state estimation, mission profile (MIP),
flight control and state monitoring algorithms was greatly Influenced by a number of
factors, as follows:

1. The large Mach number, dynamic pressure, altitude and g-envelopes of the
ROBOT-X flight vehicle necessitated the development of flight control algo-
rithms that were robust to these effects. This was largely implemented In the
form of control law scheduling as a function of dynamic pressure and Mach num-
ber.

2. The ROBOT-X flight vehicle's dynamic duty cycle, consisting of multiple large
acceleration (up to 15 g) boost phases of 2.3 seconds duration followed by
longer periods (typically 20 to 30 seconds) of gliding deceleration presented
some unusual problems in developing long-term pitch and roll references for the
strapdown attitude and neading reference system (AHRS) algorithms and in the
control of the vehicle during the high acceleration boost phases.

3. The requirement for a "fire-and-forget" capability governed the development of
the MIP definition and interpretation algorithms as well as the state monitor-
ing software.

4. The use of relatively low cost sensors necessitated the development of estima-
tion and flight control algorithms that were robust to sensor nonidealities,
and that, in the case of some sensors, could correct for nonidealities such as
temperature, acceleration, scale and bias effects.

These algorithms were developed by DRES after preliminary control law synthesis
work had been conducted by the University of Toronto Institute for Aerospace Studies
under R&D contract to DRES. Extensive use has been made of a six degree-of-freedom sim-
ulation package both in the course of algorithm development and for support of POC and
AED flight testing.

The main features of these algorithms are summarized in the following. An algo-
rithm functional breakdown appropriate for the ROBOT-X application is given in
Figure 9.

2.6.1 State Estimation

A full set of air data estimation algorithms has been implemented. These provide
estimates of dynamic pressure qD, airspeed V, Mach number Ma, rate of climb A p and
flight path angle Y.

The air data is compensated for static port position errors. It is noted that in
the ROBOT-X application direct sensing of total air temperature and the aerodynamic
angles was not required, although MicroPilot can readily be configured for these sensor
inputs. In ROBOT-X the air temperature is estimated through a knowledge of the launch
site temperature and the assumption of standard lapse rate conditions, while the aero-
dynamic angles are estimated through a knowledge of the flight vehicle mass (which is
available throughout the flight), the lift slope coefficient CL (Ma) and the side force

slope coefficient C y(M a ) characteristics.

All sensor data is partially conditioned prior to digitization through the use of
analog filters on the sensor input cards. The characteristics of these filters are
tailored to the characteristics and data requirements associated with each particular
sensor. After digitization, the data Is compensated for scaling, bias and temperature
effects, as appropriate, in analog input card software and then is passed to the CPU.
At the CPU, additional compensation (e.g., for g-effects) and digital filtering may be
implemented, again as appropriate for the particular type of sensor data.

The Euler bank angle OB' pitch angle OB and heading angle TB are estimated through
the use of a strapdown AHRS implementation. This implementation is illustrated in
Figure 10. It uses a second order complementary filtering algorithm to mix long-term
and short-term estinates of the attitude and heading angles to provide "best" estimates
of these angles. These are then used in vehicle control and navigation algorithms. A
second order implementation is used to eliminate bias effects. An alternative approach
to the AHRS implementation is that of Kalman filtering.

The combination of lower cost sensors and the multiple boost/glide environment of
ROBOT-X presented some unusual problems in the development of the AHRS algorithms.
Special problems included development of a suitable formulation of the long-term esti-
mates (particularly in the pitch axis) and establishing complementary filter parameter
values suitable for use with the ROBOT-X sensors.

2.6.2 Control Command Algorithms

In the case of ROBOT-X, all longitudinal and lateral/directional control modes are
implemented by generating appropriate flight path angle Y, angle of attack of and bank
angle OB commands. The resulting control laws consist of proportional, Integral and
initial condition terms. The control commands generated by these control laws are
summed to corresponding commands generated by stability augmentation control laws. The
associated control law gains are appropriately scheduled as a function of dynamic pres-
sure and/or Mach number.
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Load limiting and control demand limiting algorithms have also been implemented.

2.6.3 Flight Management Algorithms

The POC ROBOT-X flight management algorithms were developed under the concept of
relating all flight events to flight segments, with a given flight segment beginning at
the initiation of a rocket motor burn for a stage and ending at either the start of the
next stage burn or at recovery system deployment.

During POC flight testing, rocket motor stages were fired to manage the vehicle's
energy by defining a minimum segment dynamic pressure, while control mode transitions
occurred based on segment time. Alternative event-dependent strategies have been
developed during the course of AED and for ongoing use by ROBOT-X in flying laboratory
R&D roles.

Control modes available on POC ROBOT-X vehicles included both radar and pressure
altitude hold, angle-of-attack hold, flight path angle hold, heading hold, rate of turn
hold, bank angle hold and a homing mode. More advanced modes have been implemented
during AED and include maneuver-g modes.

State monitoring algorithms have also been developed and implemented. These focus
on checking the "reasonableness" of the vehicle state in order to enable subsequent
events (e.g., rocket motor firings). If an "unreasonable" state is maintained, the
flight is terminated through automatic deployment of the recovery system.

2.6.4 Software Implementation

ROBOT-X software capabilities as implemented on MicroPilot are summarized in
Table 5.

TABLE 5 MICROPILOT ROBOT-X SOFTWARE CONFIGURATION

BENCH TEST AND BUILT IN TEST CAPABILITY

100 HZ UPDATE RATE

MISSION GUIDANCE:
PRE-LAUNCH MONITORING
COUNTDOWN AND LAUNCH INITIATION
PRELAUNCH AND IN-FLIGHT STATE MONITORING
WAYPOINT GUIDANCE & CONTROL MODE DETERMINATION
RECOVERY MONITORING

VEHICLE CONTROL AND NAVIGATION:
SENSOR SAMPLING AND SIGNAL CONDITIONING
STATE ESTIMATION: STRAPDOWN AHRS AND AIR DATA
CONTROL LAW IMPLEMENTATION
CAPABILITY FOR STRAPDOWN INS WITH UPGRADED SENSOR SUBSET

The software was written in assembly language but was extensively modularized
through the use of compact subroutines and macros. The latter, in particular, give the
software features that are normally associated only with higher level languages. This
considerably enhances readability as well as facilitating software modifications.

CPU software consists of over 20 kbytes of code. Approximately 1 kbyte of addi-
tional software is resident in each of the 8742-based analog input cards.

3. TEST RESULTS

3.1 Flight Qualification Testing

Prior to flight testing the complete ROBOT-X POC airborne system, numerous pre-
flight tests were performed on a number of critical subsystems. This testing Included
the following:

1. Temperature and g-tests of selected avionics subsystems;
2. Bench testing of control servo actuators;
3. Flight testing of the two stage parachute system on a water ballasted version

of a ballistic test airframe;
4. Drop tests of the frangible nose structure;
5. Environmental tests of the airframe at the Aerospace Engineering Test Estab-

lishment; and
6. Captive flight testing of the autopilot, autopilot sensors and airborne tele-

metry on a manned testbed aircraft and on a motion facility.

These tests are reviewed in more detail in References 1. 3 and 4.

3.2 Overview of ROBOT-X POC Flight Test Results

Seventeen ROBOT-X POC flights were conducted In the period 13 March 1986 to
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9 June 1988, as summarized in Table 6. All seventeen flights were conducted at the
Suffield Military Range, primarily within the DRES Experimental Proving Ground (EPG).
In addition to telemetry and radar data, all flights have had extensive video and high
speed cine (16 mm and 35 mm) coverage. The seventeen flights have accumulated more than
34.4 minutes of flight time, not including airborne time after drogue parachute deploy-
ment.

TABLE 6 ROBOT-X PROOF-OF-CONCEPT FLIGHT SUMMARY

FLT DATE LAUNCH FLIGHT nx  n z  MAX MAX FLIGHT STAGES LAUNCH LAUNCH

TIME TIME Ma ALT PATH PLANNED MASS C of M
(UCT) (to (mAGL) LENGTH /ACTUAL (kg) (FS,

drogue) (km) cm)
(secs)

1 13/03/86 22:08:39 3.4 14.4 9.5/-4.0 0.55 660 1 3/1 250.8 197.1
2 04/07/86 19:13:52 5 14.9 8.0/-4. 0.6 700 1 3/1 247.6 195.5
3 29/08/86 16:33:00 30 14.6 2.6/-3.2 0.7 1800 5 3/3 252.1 196.9
4 04/11/86 21 :34:00 71 14.3 ±2 0.65 1800 12 4/4 257.1 195.8
5 27/11/86 17:44:00 89 14.3 ±2 0.65 1500 14.7 4/4 257.4 194.0
6 09/12/86 21:18:00 84 14.8 ±2 0.65 1500 12 4/4 249.5 195.8
7 05/03/87 16:59:00 137 14.3 ±2 0.65 1500 23 5/5 257.7 193.5
8 03/04/87 18:25:12 48 13.7 +3/-2 0.6 1500 7.8 6/3 268.7 193.7
9 13/05/87 18:40:00 169 13.5 +3/-2 0.65 1600 24 6/6 272.6 193.3

10 16/06/87 17:33:00 32 13.6 +3/-l 0.6 1500 4 8/3 269.0 190.9
11 08/07/87 16:37:00 217 14.3 +3/-2 0.65 1800 31 7/7 260.0 189.7
12 26/08/87 19:05:00 123 13.8 +3/-2 0.88 1500 21 8/7 267.0 191.4
13 11/09/87 17:21:00 245 13.7 ±3 0.6 1400 35 8/8 268.6 191.2
14 27/10/87 18:31:59 246 14.0 +2/-0.6 0.6 1540 35 8/8 266.0 191.1
15 16/12/87 19:54:00 204 13.0 +3.21-0.6 0.86 1770 32 8/8 269.0 191.5
16 28/01/88 20:28:00 110 13.0 +2.7/-0.7 0.79 1550 20 8/7 265.0 191.7
17 09/06/88 18:35:00 252 13.0 +3.0/-0.7 0.58 1050 35.5 8/8 268.0 192.2

NOTE: Max nx, nz given for flight conditions prior to chute deployment.

The system has been launched at gross weights between 247.6 kg (545.9 lb) and
272.6 kg (601.0 lb), and launch centre of gravity locations between fuselage station
189.7 cm (74.7 in) and 197.1 cm (77.6 in). The basic operational configuration of the
system is well below the 250 kg (550 lb) objective defined in 1982, since approximately
25 kg (55 ib) of the POC system's weight was due to test instrumentation and telemetry.
The system has been shown to be quite robust in the high-g rocket boost and maneuvering
environments and repeatedly survived and operated through rocket boost acceleration up
to 14.9 g and maneuvering accelerations up to 9.5 g. Significant loads can also be gen-
erated during recovery system deployment. The system flew in launch site ambient tem-
peratures between -100 C and +250 C and encountered no significant temperature related
problems.

3.3 ROBOT-X Stability and Controllability

After adjustment of longitudinal and lateral control law gains during the course of
the first six flights, the system's stability and controllability were excellent, with
both ailerons and canards demonstrating exceptional control power. This was been found
to be the case for the canards despite the relatively forward centre of gravity condi-
tions at which the system was flown, and the correspondingly greater demand placed on
the canards.

Flight dr iic characteristics associated with launch rail clearance and staging
were unevent for all flights. Asymmetric thrust concerns, particularly during the
launch boost, proved to be unfounded, and some relaxation of the lateral centre of grav-
ity envelope occurred during the course of the POC flights. Stringent crosswind launch
limits that were enforced during the early flights were gradually relaxed, as the
system's crosswind characteristics revealed themselves to be quite satisfactory.

On some early flights the vehicle had a marked tendency to turn to the left during
the first 10 seconds or so of the flight. The sources of this turning tendency were
traced to several factors related to airframe asymmetries. The k-own asymmetries were
either corrected or were compensated for by the control system, this problem did not
arise in the last seven POC flights.

3.4 ROBOT-X Airframe Integrity and Recovery Reliability

The POC airframe proved to be quite robust in the demanding ROBOT-X environment,
and functioned and survived at thrust loads up to 15 g and maneuvering loads over f8 g.
A partial failure of the canards that occurred on Flight 12 due to flutter at Mach 0.8
was addressed through a canard structural redesign. The Impact on POC test flights was
negligible, as the failure occurred at the edge of the flutter envelope of the system.

The recovery method, I.e., nose down recovery utilizing a frangible nose structure,
is similar to that used on the British Falconet aerial target system, and proved to be
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quite effective (Figure 11), avoiding the requirement for complex (and costly) cush-
ioning systems.

Despite an extensive effort at flight qualifying the recovery system prior to
flight on ROBOT-X, Flights 1, 5, 6 and 16 encountered recovery system problems that pre-
vented main canopy deployment. Consequently, system recovery on these flights was on
the drogue alone, with the result that these airframes were substantially destroyed.
Nevertheless, significant portions of the onboard electronics and aft fuselages were
refurbishable. It is noted that the drogue decelerates the system to a 120 knot
(60 m/s) airspeed. The main recovery system reliability during AED test flights has
been considerably higher.

Investigation of the recovery problems caused some delay to the POC flight trials.
In the case of Flight 1, the problem was identified as an electronic system design prob-
lem that was subsequently rectified. In the case of Flight 6, the problem was identi-
fied as being caused by the unexpectedly strong adhesive properties of the tape used to
hold down the parachute lines, which prevented main canopy pull out (the tape held over
400 lbs of load). This problem was rectified by replacing the tape wit', rubber extru-
sions. This configuration functioned properly on all subsequent flights. In the case
of Flight 16, the problem was identified as the g-induced failure of an electro-
mechanical relay during a high-g, high speed parachute deployment. Modifications to the
relay mode of operation eliminated this problem.

Largely because of the problem encountered on Flight 6, Flights 7 and on were flown
with a backward looking video camera that was intended to provide video coverage of the
chute deployment sequence. This video signal was successfully down-linked on all these
flights and provided spectacular coverage, as well as visually showing clean parachute
deployments with the use of the rubber extrusions. Both B&W and colour video cameras
have been utilized; on POC Flight 16 there were two onboard video cameras.

It is worth noting that for all seventeen POC flights there were no failures of the
two stage parachute system, the drogue deployment or the radio link for ground commanded
parachute deployment. Drogue deployment is particularly important from the range safety
point of view, and a high degree of reliability has been demonstrated.

3.5 Ground Support

All ground support facilities associated with a ROBOT-X operational system func-
tioned well and evolved into a comprehensive preflight checkout and ground support test
set.

3.6 MicroPilot Flight Performance

MicroPilot has demonstrated the ability to conduct fire and forget mission profiles
of substantial complexity, including firings of eight rocket motor stages (nine during
some AED flights) and multiple longitudinal and lateral waypoints. As an example, the
x-y radar position track associated with POC ROBOT-X Flight 13 is shown in Figure 12.
This eight stage firing had a mission profile that had several heading and altitude
changes.

In general, MicroPilot and its associated sensors performed very well, and met or
exceeded all of the performance requirements listed in Tables 1 and 2. The major soft-
ware related problems encountered in the first two flights were resolved in Flight 3,
with software changes since Flight 3 being relatively minor and consisting largely of
refinements to AHRS software and control law gains.

3.6.1 Altitude Hold Performance

Pressure altitude hold performance of the system was very good (±20 m) relative to
sensed pressure altitude. The latter is still subject to static port position errors,
and accounts for most of the altitude deviation that was observed. The static port
position error correction is done in autopilot software and will continue to be refined
in the course of AED test flights. In conjunction with minor adjustments of the control
law gains, this is projected to allow altitude hold to ±5 m.

The seventeenth POC test flight was conducted utilizing data from a radar altimeter
for altitude guidance for a large portion of the flight. During this flight altitude
hold to better than ±10 m was achieved relative to sensed radar altitude.

3.6.2 Roll Stability

Figure 13 shows the progressive reduction in roll rate oscillation that resulted in
Flights 4 to 6 as aileron control law gains were gradually turned down. This oscilla-
tion was produced by a combination of the lags introduced by the characteristics of the
low pass sensor data filters that were used initially and by ailerons that had consider-
ably more rolling effectiveness than predicted. Flights 6 and on showed no unusual roll
oscillations.

3.6.3 Hardware and Sensor Problems

The only significant hardware related problems encountered within MicroPilot were a
threshold voltage problem associated with a battery back-up RAM chip (which was resolved
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after Flight 3 by replacing the chip with an EAROM chip), and possible altitude lock
problems associated with the use of a general aviation radar altimeter in the particu-
larly demanding ROBOT-X environment. Neither problem was flight critical. The radar
altimeter problem was resolved through the use of a different type of radar altimeter.

In addition, some antenna pattern problems arose with the general aviation type ADF
homing used in POC flight testing, probably aggravated by the limited and distorted
ground planes available on ROBOT-X.

3.6.4 Algorithm Performance

The AHRS algorithms are unique and proved to be satisfactory in the dynamic ROBOT-X
environment.

Autopilot commanded rocket ignition was found to be quite reliable, and there were
no stage or individual motor failures in the course of 87 POC airborne and/or launch
stage firing commands involving the firing of 225 CRV-7 (C14) rocket motors.

3.6.5 Canard and Aileron Servos

The ROBOT-X canards and the left and right ailerons are each independently
controlled by one of three electrical servos. The servos that were used for fifteen of
the seventeen POC test flights were Simmonds Precision "off-the-shelf" high performance
units, selected because of their convenient availability. They were, however, too
costly for production targets, and thus DRES sponsored the development of a more cot-
effective system. The result has been a more compact and considerably less costly pulse
width command system (Figure 14). These new servos were flown on POC Flights 14 and 16
and functioned nominally. They have also been used on all 28 AED flights conducted to
date by BOCW.

3.6.6 MicroPilot Captive Flight Testing

A technique that was found to be very useful in flight qualifying ROBOT-X avionics
hardware and software was that of captive flight testing in a manned testbed aircraft.
Initial tests on a Cessna 172 aircraft rented from a local fixed-based operator on a
day-to-day basis proved to be sufficiently useful to warrant the longer term lease of a
dedicated aircraft (Figure 3) that was specially configured and instrumented to support
ROBOT-X and other unmanned vehicle avionics tests. DRES has recently accepted delivery
of a second generation testbed aircraft (a leased Seneca II) to be utilized in future
R&D work.

Captive flight testing proved to be especially valuable in flight qualifying the
ROBOT-X autopilot, autopilot sensor and airborne telemetry system hardware and software.
In particular it was used extensively in the development and refinement of the attitude
and heading reference system ,AHRS) algorithms, in checking for gross autopilot flight
control software errors, in checking the ground command recovery uplink and telemetry
downlink and for general "burning-in" of ROBOT-X avionics in a moderately harsh, vibra-
tion filled environment. The speed difference between the test aircraft and ROBOT-X has
not proven to be a significant limitation, and was one of the more surprising results of
this approach to flight qualification.

The aircraft had provision for the entire avionics beam as flown in ROBOT-X as well
as a reference vertical gyro whose data was also telemetered to the ground. This
allowed direct ,omparison with eutimates oi pitch and bank angle generated by the auto-
pilot AHRS algorithms. Other features of the aircraft included auxiliary 29 VDC and
110 V, I0 Hz power outlets, a permanently installed flight test boom acting as a primary
aIr data source and al l antennas for transmi tters/receivers associated with DRES
unmanned aerial system research.

3.6.7 System Simulation

In cnunctiorn with autopilot algorithm development and mission profile definition,
DREC has developed an extensive six degree-of-freedom (DOF) capability for simulating
rhe close-loop dynamics of ROCOT-X. Rased on the results from the seventeen POC
flights, the aerodynamic model associated with the six OF simulation has been updated
and provi1es good correspondence between predicted and actual staci l ity, control and
performance characterlstics. This odel was usel successful ly in resolving a number of
control algorIthm/control gain problems, an w l 1 n in lefining the mission profi Ies
as, clated wI th all P0" and AE ) fi ights.

A real-tlme capability for processor-in-the-loop s muIation was not avaf1 able
du ring ROBOT-X P0C development. This deficiency is now being rectified with the c, mmis-
s ning of a real-tIme si mulation facility (SIMFAC . Thin capahility will Ibe available
for all future DRES guidance and oontrol R&D.

14. SUMMARY fND FUTURE WORK

The ROHO-X POC devel opment provided i framework through wh i h a nunbor of techn -
ogles critical t') cost-effective aerial targ,-ts were investIgat ed. The doslgn work,
ground and captIve flight tests, and seve.nteen POC flight trials demonstrattd the reasl-
bi I ity of the ROBOT-X concep t and have enabled the necessary technologies within
Canadian industry. This facilitated the rapid and successful conduct of the ROBOT-X
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advanced engineering development work by prime contractor Boeing of Canada Winnipeg and
its subcontractor Atlantis Flight Research Inc., who have taken the system into prepro-
duction as a Canadian naval aerial target system.

The flight control technologies that were developed in association with the POC
effort are centered around MicroPilot and have applicability to a broad class of
unmanned flight vehicles. This technology has been licensed separately to Atlantis
Flight Research Inc.

Current and planned future guidance and control R&D at DRES is being addressed by
building on the expertise and facilities made available through the ROBOT-X and Micro-
Pilot efforts. These facilities include video and telemetry data acquisition and
analysis capabilities, a real-time processor-in-the-loop facility, a motion facility and
a captive test research aircraft. Most of these facilities were justified through
lessons learned during the ROBOT-X POC and MicroPilot R&D efforts. This R&D will
explore a number of guidance and control areas including advanced AHRS and strapdown INS
algorithms, advanced inertial sensor technologies, and advanced flight control
architectures.

From a longer-term perspective, these efforts have generated a technical base that
complements Department of National Defence activities in weapon system guidance and
control, and provide an opportunity to address all aspects of such R&D. ROBOT-X and its
derivatives, in addition to fulfilling a number of Canadian Forces' aerial target roles,
provide an advanced flying laboratory with which a number of topical sensor, hardware
and software guidance and control problems can be investigated.
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TERRAIN-AIDED NAVIGATION AND TARGET ACQUISITION ON THE AFTI/F- 16
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SUMMARY

The Advanced Fighter Technology Integration/F-16 (AFTIJF-16) aircraft is currently involved in flight
testing aimed at developing technologies and capabilities to support the close air bapport (CAS) and battlefield
air interdiction (BAI) missions. Figure 1 illustrates the major features of the CAS mission. Such nissions
require joint operations between air and ground forces. For the air forces, aircraft survivability in a high threat
environment during night and adverse weather are major concerns. For the ground forces, response times and
weapon deliveries close to friendly ground forces are also major concerns. Key to the success of these missions
will be the accurate navigation and target acquisition techniques which are presented. Also critical to tl,ese
missions are the joint interoperability requirements between the air and ground forces for communication of
targetting information and the ability to accurately deliver weapons on these targets.
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The AFTI/F-16 is well suited to examine the requirements of the CAS/BAI missions. Previous work on
this aircraft has led to the development of both a triply redundant digital flight control system (DFCS) and the
Automated Maneuvering Attack System (AMAS), which has accumulated 349 hours of testing over 238 sorties.
These systems provide fully coupled curvilinear bombing using 5-g maneuvering at 200 feet AGL and 500 knots
airspeed, with equivalent accuracy of an F-16 in conventional wings-level attack. To provide this capability, a
conformal sensor tracker system (STS) containing a FLIR and Laser Ranger, fire control radar, helmet
mounted sight, and HUD, have been fully integrated, Safety-of-flight considerations have lead to the
development of system wide integrity management (SWIM), including automated ground collision avoidance
(GCAS) and g-loss of consciousness (GLOC) protection. Also integrated into this aircraft is the Digital Terrain
Management and Display System (DTMDS) (References 1 and 2) which provides digital terrain elevation data
and associated tactical situation displays. The DTMDS provides the terrain referenced navigation and passive
ranging functions described in this paper, as well as a number of other capabilities to be reviewed below, which
are critical to the CAS missions.



62-2

The functional check flights for the terrain referenced navigation system on the AFTLF-16 have been
recently completed at Edwards AFB in California. These flights confirmed the ability of the Sandia Inertial
Terrain-aided Navigation (SITAN) to operate effectively over operational quality elevation data and also indicated
several improvements in the algorithm. Also, during the past summer, demonstration flights were conducted
at Fort Irwin (also in California). For these flights the U. S. Army's Automatic Target Handoff System (ATHS)
was integrated into the aircraft and represented the first demonstration of joint U. S. Army/Air Force voiceless
CAS operation. This system allows voiceless transmission of target coordinates to be passed to the fast moving
F-16 from a scout helicopter or forward air controller (FAC). This data, coupled with the accurate navigation
from SITAN, provided the pilot with the improved situational awareness required to consistently demonstrate
first pass target acquisition and attack. Future CAS work on the AFTI/F-16 will involve the integration of the
passive ranging techniques described in this paper into the target acquisition and weapon delivery systems, as
well as a number of other terrain data based techniques, including automated terrain following, terrain
avoidance, threat avoidance and route optimization.

This paper is organized in the following manner. In the next section the CAS/BAI problem is described
from a pilot's mission performance perspective. This section is followed by a description of how the aircraft
systems are integrated to utilize the terrain-aided navigation and passive ranging functions provided by the
DTMDS to support the target acquisition and weapon delivery aspects of the CAS missions. Detailed
presentation of the terrain-aided navigation flight test results and the analytical work supporting the passive
ranging functions are then presented. This is followed by the final two sections describing the three phase CAS
flight test program (Reference 3). First the recently completed phase one is described, culminating in the flight
demonstrations featured in the video presentation. The last section in the paper describes the future program
goals to be addressed in phases two and three of the CAS program.

THE CLOSE AIR SUPPORT MISSION

The battlefield of any future, major conventional conflict is expected to be a very dynamic and somewhat
confused series of armed encounters. The Air Force is tasked with providing concentrated firepower (i.e. CAS)
to assist friendly ground forces in defending their positions or initiating counterattacks. This mission must be
carried out in an arena containing a high concentration of enemy surface-to-air weapons designed to thwart any
CAS effort.

A typical CAS mission begins with an Army battalion commander having some activity which he cannot
suppress with his battalion's organic weapons. He contacts the tactical air control party (TACP), an Air Force
element colocated with his battalion, and requests air support through the air liaison officer (ALO) assigned to
the TACP. The ALO, who is also a qualified forward air controller, gathers the necessary target information
(location, type, and strength) and makes a request for close air support over a voice radio net to the Air Support
Operations Center (ASOC) at the Army corps level. TACPs located at intermediate Army echelons also monitor
the CAS request net and coordinate on the request if appropriate. If the request is approved by the senior ground
force headquarters, the ASOC in coordination with the Tactical Air Control Center (TACC), the manager for
tactical air assets, checks the availability of aircraft and configurations. If airborne aircraft cannot be diverted to
the target area, the ASOC contacts the TACC to scramble a flight of fighters on ground alert.

Once airborne, the flight receives radar control to a designated contact point initially from control and
reporting centers (CRCs) and then control and reporting posts (CRPs) or airborne warning and control system
(AWACS) aircraft. As the flight approaches the contact point the controlling agency will tell the flight to contact
either a tactical air coordinator-airborne (TAC-A) or forward air controller (FAC). Contact points (CPs) are
normally chosen 20-40 nautical miles behind the forward edge of the battle area (FEBA) to provide some safety
against enemy communications jamming and surface-to-air missiles. The flight lead initiates contact with the
FAC or TAC-A at the CP over voice radio and provides them with mission identification, number and type
aircraft, ordinance, and the amount of time the flight can remain on station. The FAC or TAC-A will then brief
the flight by voice radio on the specifics of the CAS mission, beginning with the designation of an initial point
(IP) from which the flight will initiate the attack. IPs, like CPs, are normally topographical features which can
be easily identified from the air, however IPs are typically chosen to allow a 10-15 nautical mile (2-3 minute)
attack run for the flight. After designation of the IP, the FAC or TAC-A will provide the flight with the
following, as a minimum: the straight line heading and distance from the IP to the target in degrees magnetic
and to the nearest tenth of a nautical mile, a brief target description, the location of the nearest ground friendlies
relative to the target, and attack clearance. If time and conditions permit, the FAC or TAC-A can also provide
additional information, such as, target coordinates, target elevation, known threats, flight hazards, altimeter
and winds, and if the target will be identified or designated by some device. After acknowledgement of the
FACTAC-A briefing, the flight is then cleared to depart the CP for the IP, and handed off to the FAC providing
the final control for the mission. Often the FAC providing the final control is the ALO who originally initiated
the request for close air support.

The FAC providing the final control is responsible for insuring that the fighters find and attack the correct
target. For targets that are in close proximity to friendly ground forces, the FAC must use positive control to
ensure that the fighters do not cause collateral damage to the friendlies. The FAC must also coordinate friendly
ground artillery to ensure that the fighters providing the close air support do not get hit, These and other
considerations may make it necessary for the FAC to transmit additional information and direction to the flight
over voice radio, often in the last 30-40 seconds of the attack run.

The fighter pilot experiences his highest workload once he departs the CP for the attack. He must control
his aircraft while being constantly aware of his position relative to other flight members and to the target area.
As the aircraft approaches the FEBA, the threats imposed by enemy surface-to-air and air-to-air weapon
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systems dramatically increase and demand constant attention. In addition to acquiring the correct target and
managing the systems necessary to deliver the weapon, the fighter pilot must constantly monitor his radio for
information from the FAC or other flight members.

Problems often arise during the CAS mission because all of the information is passed by voice over a radio.
Critical attack and target information is often confused or misunderstood requiring additional transmissions for
clarification. Secondly, voice data is not often in a form that the fighter pilot can readily use. For instance, if the
fighter pilot wants to enter the CAS target coordinates into his aircraft's inertial navigation system, he must
manually enter the data during flight. Thirdly, the voice transmissions are either long enough or numerous
enough to make them susceptible to communications interception and jamming.

The ultimate success of the CAS mission depends on the fighter pilot's ability to find and attack the target.
Target acquisition and attack are coupled to survivability. A high speed, low altitude ingress to the target is most
survivable, however such an ingress makes target acquisition most difficult. A slower airspeed and higher
altitude ingress allows the pilot to acquire targets easier, but exposes his aircraft more to threats. The most
survivable attack is one in which the pilot only attacks once and does not have to overfly the target, however, this
demands the use of costly and scarce guided munitions or air-to-surface gunnery. If the pilot uses freefall
munitions, he must currently overfly the target if he wants a high probability of target kill, at the risk of
increased exposure to surface-to-air threats.

SYSTEM DESCRIPTION

The integrated digital avionics suite being developed on the AFTIIF-16 is currently being configured to
support the CAS mission described in the last section. A key component in this design is the terrain data base
and its associated functions. The block diagram of the terrain referenced navigation and passive ranging
techniques, as they are mechanized for target acquisition and weapons delivery, is shown in Figure 2. The
major components of this system are outlined in dashed lines and are the DTMDS, fire control computer (FCC)
and the aircraft displays, as well as the Automatic Target Handoff System (ATHS). The DTMDS provides the
terrain elevation data required for both the SITAN terrain referenced navigation and the terrain-aided passive
estimation (TAPE) which provides the passive target ranging and position location functions. Figure 3 is a block
diagram of the CAS-configured DTMDS, showing the addition of two 1750-based processor cards to host the new
CAS algorithms (Reference 4). These new cards are inserted in spare processor slots provided for in the original
DTMDS design, and will host real-time threat intervisibility computations and several terrain data based
guidance functions. Referring back to Figure 2, the SITAN algorithm requires sensor inputs of position and
velocity from the inertial navigation system (INS) and the AGL altitude from the radar altimeter (RALT), while
the TAPE algorithm requires line of sight (LOS) angles from the helmet mounted sight (HMS) and/or the sensor
tracker system (STS). SITAN outputs accurate terrain-referenced aircraft position data and TAPE provides both
target range and location data to the FCC. The ATHS also provides voiceless target location data from U. S.
Army Scout helicopters and Air Force Forward Air Controllers (FACs) using existing voice radio equipment.
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Figure 3. CAS-Configured DTMDS.

The fire control computer is the central computing element in this configuration, accepting the targetting
data described above and producing the required flight control commands and target cues. It is important to
note that this targetting data must all be referenced to the same elevation data map to insure that any bias
errors in the map will not degrade the system performance. That is, both the aircraft and FAC generated target
data must be referenced to the same coordinate system, not to an absolute earth centered coordinate frame such
as GPS data. This targetting data is converted by the FCC to aircraft relative coordinates to be used by the
weapon delivery c¢mputations. The automated maneuvering attack system (AMAS) computes flight control
commands for fully coupled weapons delivery. The continuously computed impact point (CCIP) algorithm
provides target cueing to the pilot for manual weapons release.

The target cueing commands are presented to the pilot via the aircraft display systems. Target cues are
presented on both the heads-up display (HUD) and the helmet mounted sight (HMS). Target locations are also
placed on the map-based tectical situation display (TSD). The TSD background is provided by the DTMDS and
consists of a variety of display formats (Reference 2) generated from Defense Mapping Agency (DMA) Digital
Landmass (DLMS) data. This data base consists of digital terrain elevation data (DTED) and digital feature
analysis data (DFAD). This data is augmented by various DTMDS symbol generator overlays denoting the
aircraft, target and friendlies positions, flight path and waypoints, and both the expected aircraft and weapon
paths from the AMAS calculations. This allows the pilot to preview the computed paths, provide consent
commands and gives him a warning of the aggressive (5-g) flight regimes he will be experiencing in the AMAS
deliveries. For the future CAS demonstrations the TSD will also display real time threat locations and lethality
regions computed by the DTMDS as a function of terrain masking, threat envelope and aircraft altitude.

TERRAIN-AIDED NAVIGATION - SITAN

The first auxiliary application for the DTMDS-provided onboard digital terrain elevation data on tn'
AFTI/F-16 has been for autonomous navigation. A variety of terrain-aided navigation algorithms have been
developed, where comparative simulations of TERCOM, SITAN and a hybrid algorithm combining the features
of both of these algorithms indicates that these algorithms, if properly implemented, all provide similar tracking
performance. The major performance difference is in the acquisition behavior, which can be improved by
judicious design of the acquisition logic. (References 5 and 6.) Figure 4 is a representation of the performance to
be expected from such procedures over various types of terrain with varying degrees of system noise. The
terrain types vary from smooth to mountainous, with the terrain characteristics of roughness (sigma-T), slope
variance (sigma-S) and terrain elevation correlation distance (Xc) as shown in the boxes. The horizontal axis is
SNR, defined as the ratio of terrain roughness (sigma-T) to the system noise (sigma-n - combined map and
altimetry errors, with plotted values of 4, 8, and 12 meters). The left vertical axis shows the resultant track
accuracy (CEP) in meters, while the right vertical axis indicates the approximate acquisition distance in
kilometers. While these plots were obtained using simulations over synthetic terrain, the flight test results
verify their accuracy. Post flight analysis of data obtained from helicopter flights at Fort A. P. Hill in Virginia
(Reference 7) substantiates the smooth terrain results at 0 dB. Flight tests conducted by Sandir. Laboratories in
the South Central United States (Reference 8) verify the moderate terrain value at 7 dB. The present
AFTI/SITAN flight tests at Edwards AFB (Reference 9) confirm the high SNR region for the hilly and
mountainous terrain.
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Figure 4. Terrain-Aided Navigation Performance.

The terrain-aided navigation algorithm implemented in the DTMDS is the SITAN algorithm which is
illustrated in Figure 5. This extended Kalman filter based algorithm has been under extensive flight testing on
the AFTI/F-16 at Edwards AFB since September 1986 with analysis, simulation, and previous flight testing by
Sandia Labs going back to the late 1970's. As shown in the figure, this algorithm takes as inputs the radar
altimeter indicated ground clearance, the inertial navigation system (INS) estimated position, a combined
INS-air data computer (CADC) indicated sea-level referenced altitude (system altitude), and the terrain data
base elevations. The algorithm outputs improved position and velocity estimates. Also computed by this
algorithm are estimates of the errors in these outputs and SITAN mode status. Perhaps the most challenging
aspect of this algorithm is the automatic mode control logic which determines when to switch between the
acquisition and track modes. For acquisition, this implementation requires initial INS position inputs to be
within an approximately 4.2 kilometer circular area aince 57 three state linearized Kalman filters, spaced on
525 meter centers, are used in this mode. Note that a larger e"'uisition region could be accommodated using
more parallel filters. The 57 filter outputs are monitored by -he mode control logic, and when the average
weighted residuals of a particular filter become small enough, it is selected as the track filter. At that point, the
horizontal velocity states are added to make a five state filter. The track filter residuals are continually
monitored to insure that the track performance remains accurate enough, a function of the roughness of the
terrain being flown over.
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Table 1 is a compilation of the acquisition and track performance for the first five functional test flights
(FCFs) (Reference 9). The acquisition performance indicates an average acquisition distance over all the flights
of 18.7 km. Note that this is somewhat longer than would be expected from the right-hand vertical axis of Figure
4, but these results were dominated by the extremely long (320 second/48 kin) acquisition sequence on flight FCF
1. This was over very smooth terrain, where it is difficult to accurately predict the algorithm's behavior.
Simulations using variable filter gains described below significantly reduce this particular acquisition distance.
This improved performance is shown in parenthesis in the table. The track performance shown in the table
indicates an average track accuracy of 70 meters CEP. Also shown are the results for a sequence of flight tests
on a Twin Otter aircraft, the so-called SAINT/SITAN system. Although this was for a short flight sequence, it
indicates the robustness of the AFTI/SITAN algorithm, as it is able to operate effectively in an aircraft with
significantly different performance characteristics from the F-16.

Table 1. Flight Test Performance of AFTI/SITAN (Reference 9).

FLIGHT TRACK ACO. TIME/ TERRAIN
EIM ACCURACY DISTANCE ROUGHNESS

I 2430s 75 m 320 s/48 Km Smoothest
(58 m) (85 s/12.8 Kin)

127 /17.4 Km Moderate

2 2105s 66 m 60 s/8.2 Km Moderate

3 390s 40 m Moderate

4 1030a -71 s/9.7 Km Smooth/Moderate

5 820s 86 m 103 s/12.8 Km Smoothest

TOTALS 6755 s/113 m 70 m 136 s/18.7 Km
(64 m) (89 s/12.2 Km)

SAINT/SITAN 2000s 75 m 60 s/3.2 Km Roughest
193 s/9.6 Km Rough

111-0741-2151

This initial sequence of flight tests of the SITAN algorithm revealed several implementation errors which
were manifested in the form of fixed biases over the test flights and were removed from the track accuracy
results presented above. For example, software addressing errors for the SITAN database within the DTMDS
resulted in a fixed bias which has since been removed, with the remaining bias errors well within the error
bounds specified by DMA for the DTED data (Reference 10). Such database errors indicate the importance of
referencing all targetting and navigation data within the system to the same map database. For the weapon
delivery scenarios being examined during th .,e first CAS-related flights this implies that both the FAC and the
aircraft must use the same reference data. This becomes even more significant for future CAS flights where the
database will be used for low level flights aimed at improved terrain following and terrain masking.

During these flight tests several algorithm modifications were identified which will result in significantly
improved performance. In particular, the mode control switch logic only iterates every 32 updates (about every
10 seconds at the 3 Hz update rate), and if this were continually monitored, slightly faster acquisition
performance would be obtained. More significantly, it was observed that over the rough terrain in the
mountains, the combined map and altimetry errors were larger than those for which the filter was tuned (15
meters), while over the smoother regions, these errors are somewhat smaller. This can be explained by the fact
that it is easier to accurately map the smoother areas, and in the rougher terrain the radar altimeter does not
necessarily range to the point directly below the aircraft. Sandia has conducted simulations of this variable gain
filter (Reference 9) using the flight data from FCF 1, indicating track accuracy improvement over a 1000 second
portion of this flight from 100 meters to 60 meters (reducing the overall CEP figure for FCF # 1 from 75 meters to
58 meters), and acquisition time/distance improvements from 320sec/48km to 103sec/12.8km. The effect these
improvements would have on the flight test results are shown by the parenthetical figures in Table 1. These
improvements will be mechanized for the future CAS flight tests.

TERLRAIN-AIDED PASSIVE ESTIMATION FOR TARGET ACQUISITION

The terrain elevation data base provided by the DTMDS will be used in the CAS target acquisition and
weapon delivery applications with line-of-sight (LOS) angles provided by passive sensors to calculate
range-to-target and target geodetic location. The avoidance of active radiating sensors, at least during the initial
target acquisition process provides the aircraft with increased survivability. Also, use of the data processing
described here allows less accurate, wider field-of-view (FOV) devices, such as the helmet mounted sight, to
provide initial approximate ranging and target location which can then be more effectively handed off to the
more accurate narrow FOV sensor tracker system, which suffers from the "soda straw" effect limiting pointing
ability. When the target has been more accurately located, the active laser ranger can then be used to further
reduce the errors for the final stage of weapon delivery. This allows the STS to more accurately acquire the
target, reducing search areas and eliminating the need for spurious radiation dangerous to aircraft
survivability.
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The terrain-aided passive estimation (TAPE) function (Reference 11) projects the LOS vector into the
terrain data base as shown in Figure 6, with multiple measurements being combined in a three-state extended
Kalman filter. Use of the Kalman filter will minimize the mean-square error provided the aircraft dynamics
and the measurement errors are accurately modeled. Figure 7 is a top-level block diagram of this Kalman filter
implementation, with Figure 8 defining the reference coordinates, filter states, measurements and
measurement transformation matrix. This solution is a unique application of Kalman filtering to passive
ranging in that it uses target range, found from the intersection of the LOS vector with the digital terrain data,
as a new measurement quantity for the filter. In addition to minimizing the mean-square error, the Kalman
filter has a number of other properties including:

I. Fusion of multiple measurements from additional sensors can readily be accommodated.
2. The Kalman filter provides a convenient real time measure of the estimation accuracy through the

covariance matrix.
3. The filter will automatically perform time sequenced bearing intersection (triangulation) as the

aircraft maneuvers.
4. The filter gains can easily be adapted to reflect terrain conditions (measured by the "terrain sniffer"

shown in Figure 7).
5. Similar to SITAN, the filter gains are a function of the terrain slopes (see Figure 8) in the vicinity of the

target.

A three btate, position only, filter has been developed for stationary targets, however, velocity states can be added
to track moving targets, using a six state filter with a constant velocity target model. Maneuvering targets can
be tracked using a multiple model Kalman filter scheme.

I112-0741-2151

Figure 6. Geometry for Terrain-aided Passive Estimation.
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Figure 8. TAPE Kalman Filter Parameters.

Both closed form analysis and detailed Monte Carlo averaging simulations of this algorithm have been
developed to predict performance (Reference 11). For this analysis an important derived parameter, the effective
grazing angle, has been defined. This angle is the angle made by the LOS to the earth's surface at the target's
location, and is simply the sum of the sensor elevation (or depression) angle and the terrain slope at the target
location. When this effective grazing angle becomes small, these errors become large. The Monte Carlo
simulation was exercised placing the target at six different target locations within a terrain database of Edwards
AFB using three different sensor configurations. For the analysis to be presented, the helmet mounted sight and
sensor tracker system have error characteristics shown in Table 2. This is typical of the target acquisition
system being developed for the AFTIIF-16. Figure 9 is a matrix of the results derived from a single
measurement from the respective sensor. Specific sensor configurations for these results included: a 1 mrad
sensor tracker at 10 am and 3000 feet above the target; a 10 mrad helmet mounted sight at 3 rm and 1000 feet
above the target; and a 1 mrad sensor tracker at 2 nm and 500 feet above the target.

Table 2. Simulation Parameters.

SPasive Sensor Description I

Angular Accuracies Target Detection

Sensor 0 Az' (YEI Rate Range

Helmet Mounted Sight (HMS) 10 mrad 10 Hz 3 nm
Sensor Tracker System I mrad 10 Hz 10 nm

Ownraft Location Accuracies I

Altitude = 5 m (1 Sigma)

Position : 50 m (1 Sigma)

Digital Terrain Data

Post Spacing l loom
114-0741-2151
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Figure 9. Monte Carlo Simulation Results for Various Locations.

The simulation results shown in Figure 9 point out the effect of target location on algorithm performance.
Depending on target location within the terrain, ranging accuracies can vary from a few hundred feet to several
thousand feet. Exercising the simulation establishes the fact that a single measurement will produce good
results in behaved terrain, but degraded results in flat terrain where the effective grazing angle is small. For
instance, on the side of a mountain with a steep slope the target can be ranged within 250 feet by a Sensor
Tracker at 10 nm, whereas if the target were on a flat, dry lake the ranging accuracy is reduced to 1000 feet for
the same sensor accuracies.

A simulation of the Kalman filter processing a set of time sequenced measurements for a target
acquisition and sensor hand-off scenario was also developed. Results generated from this Monte Carlo
simulation of this algorithm are shown in Figure 10. The scenario for these simulation runs as the owncraft
starting at 3 nautical miles from the targets and flying directly at the targets at 300 m/s (580 knots) at an altitude
of 2000 feet above the targets. One target is located on the side of a steeply sloped mountain and the other target is
located on the gradual slope of a hill. The locations are the same as presented in Figure 9 for the single
measurement analysis. The targets are initially seen by the 10 mrad helmet mounted sight (HMS), and two
seconds later detected by the 1 mrad Sensor Tracker System (STS). Both sensors are operating at 10 hertz. The
owncraft position inaccuracy is 50 meters, with a 5 meter error in altitude. Examination of Figure 10 shows the
immediate advantage of multiple measurement processing using the Kalman filter. The filter quickly refines
the position estimates from the IMS for both terrain cases. Then, at two seconds, the STS data is fused to the
processed HMS data to further improve estimation accuracy in both terrain conditions. In this scenario there
was no owncraft maneuvering, since the owncraft was flying straight at the target. With a maneuver, or a flight
path somewhat tangential to target, observability would be gained and triangulation would help the estimation.
Note that the limiting errors here (approximately 150-200 feet) are due to the owncraft position uncertainities. At
this stage in the target acquisition sequence the sensors can be accurately pointed, reducing the threat to
covertness and survivability of turning on the active, narrow beam laser ranger. These accurate range
measurements can also be accommodated by the TAPE Kalman filter mechanization, further reducing the
target location errors for weapon delivery.

700 (10mRe) (1 mAid)

GRADUALSLOPE

1100 -TEE f~p

0 . . I . . I I I I S I . . . . I * , "

0 1 2! 4
r (SEC)

Figure 10. Results for Simulated Target Hand-Off Scenario.
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FLIGHT DEMONSITtATION

The goal of the CAS demonstration program's first phase was to show that digital datalink and digital
terrain systems could be integrated onboard a CAS aircraft to accurately cue the pilot and onboard sensors to a
CAS target location, thereby improving first pass target acquisition. Figure 11 illustrates the essential
components of the CAS mission which were demonstrated. At the beginning of this phase the Automatic Target
Handoff System (ATHS) was installed in the aircraft to permit databurst transmissions with ground forward air
controllers and Army OH-58D helicopters. The ATHS was used to pass target location, target type, and target
strength to the AFTI/F-16. The AFTI/F-16 fire control computer used this information along with precise
aircraft position data from SITAN to cue the pilot's eyes to the target using the target designation box in the
head-up display (HUD) or the helmet mounted sight. Figure 12 illustrates this accurate target cueing resulting
from the precise terrain-aided navigation. The fire control computer also cued the sensor tracker set to the
target upon pilot consent. Upon receipt of the ATHS messages the AFTI/F-16 color digital map would
automatically display IP, target, and friendly force location information, increasing pilot situational awareness.
Target attack was accomplished using either conventional F-16 weapon delivery systems or the AMAS.
Enhancements to the sensor tracker set were made to permit the pilot to acquire targets at greater distances and
to improve the performance of the AMAS, giving a greater probability of a successful first pass attack.

INITIAL POINT * AUTOMATED ATHS SIGNAL SENT

AIR liP) -ONE MINUTE OUT

WEAPON DELIVERY

* PILOT ENTERS - MANEUVER
.,MISSION ID *PILOT
, FM ID ,- ONE-SUTTON PUSH

AIC 10 DEPARTING IP

VOICE
_CLEARED HOT- N / TARGET

*INGRESS EGRESS
SLOW ALTIG

.."HIGH SPEED-

FRIENDLY
/ -'FORCE

CONTACT
- " POINT " -' "L'

" PILOT -
,, ONE-BUTTON PUSH

ONSTATION
SFAC - ATHS SIGNALS

.,SENDS LOCATIONS VIA ATMS (LINE.OF-SIGHT)I NITIAL POINT FAC
FRIENOLIES

* TARGET

Figure 11. The Demonstration Flight Elements.

The current sequence of CAS flight tests of the AFTI/F-16 began 15 January 1988. A total of 40 test flights
were flown. CAS Phase I flight testing ended on 14 July 1988 with two successful joint Army/Air Force CAS
demonstration flights. These flights were conducted at the Superior Valley Tactical Bombing Range CA and
used an OH-58 helicopter from Ft. Hood Texas, a USAF Ground Forward Air Controller (GFAC) from George
AFB CA, and the AFTI/F-16 in a tactical scenario. The use of the Automatic Target Handoff System (ATHS)
eliminated voice command and control communications. Accurate target information from the OH-58D,
combined with data from the terrain reference navigation system on the AFTI/F-16, permitted the pilot to
acquire targets on the first pass in all 12 target runs. The Head Up Display (HUD) and Helmet Mounted Sight
(HMS) were used to cue the pilots eye to the correct target. Mission data datalinked from the OH-58D and GFAC
was correctly and automatically presented in the cockpit on the HUD, digital map, and other displays, reducing
pilot workload and greatly increasing pilot situational awareness. Representatives for the Tactical Air
Command (TAC), and the other service components attended these demonstrations. Data collected from the
flight test program is currently being used by all services to identify future capabilities and equipment necessary
to better perform the ground attack mission.

The July 1988 CAS demonstration was the first time a CAS mission employing Army helicopter and Air
Force ground and air assets was performed using the ATHS datalink instead of voice. These datalink operations
reduced the time to target from the initial fighter on-station call by 33 percent. This was accomplished through
the elimination of voice communications and the need for the pilot to copy and manually enter CAS mission data
into the aircraft's fire control and navigation systems. The OH-58D/AFTI/F-16 operations demonstrated joint
battlefield interoperability, and added a new dimension to the Air Land Battle concept using existing, field
equipment. The integration of datalink and digital terrain systems demonstrated a markedly improved ability
for the fighter pilot to tactics without these technologies historically have a 40 to 50 percent chance of finding
similar targets on the first pass. All targets were acquired and attacked on the first attempt during both CAS
d oanitrtion flights through accurate target cues and increased pilot situational awareness.
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Figure 12. Target Cueing for the Demonstration.

FUTURE PHASES OF THE CAS DEMONSTRATION PROGRAM

The primary goal of Phase II of the CAS program is to further exploit the capabilities of digital terrain
systems. Aircraft sensor lines of sight and ground threat intervisibilities will be calculated and displayed on
the color moving map to inform the pilot when he can "see" a target or if he can be "seen" or engaged by ground
threats. The addition of this information will make the digital map a mission planning and management aid to
the pilot, allowing him to manually plan and execute a more survivable penetration and attack. Additionally, a
terrain following algorithm will be added to the digital terrain system to allow the pilot to manually fly a covert
terrain following path based on the digital terrain database. The final development in Phase II for the digital
terrain system is the mechanization of a DTS based automated ground collision avoidance system.

Phase II also seeks to improve pilot tactical situational awareness and effectiveness during formation
flight operations. A series of flight tests will use two aircraft equipped with the ATHS and complimentary digital
terrain systems. Target information collected from aircraft sensors will be transmitted over the datalink for
"hunter/killer" type missions and for mutual support. The AFTI/F16 pilot will use the ATHS to pass
information on targets of opportunity or "pop-up" threats from the aircraft to any other ATHS equipped vehicle.
Look angles from the aircrafts to such a target or threat can be calculated using the STS, helmet mouuted sight,
or HUD target designator box. Target coordinates will then be calculated using the digital terrain system since
aircraft position is known within the digital database. An ATHS message will then be developed for
transmission to the other aircraft in the formation. Formation aircraft positions transmitted ia the datalink
and displayed on digital maps will allow intraflight attack coordination and station-keeping Better battlefield
coordination will result from more extensive internetting with ground forces dr.ring joint service
demonstrations.

A third goal is to further improve first pass target acquisition and kill through improvements in
AFTI/F-16 sensor capabilities allowing sensor-aided target acquisition. Thermal -ueing and target screening
will be new STS capabilities to help the pilot acquire ground targets. A laser sp,)t tracker receiver will also be
installed on the aircraft to locate targets that are laser designated by ground forces. Installation of an APG-68
radar will improve ground attack capability through use of its improved air-to-ground ranging and ground
moving target indicator. Previous work in sensor fusion by the AFTI/F-16 program will continue to exploit the
synergistic effects resulting from integrating multiple targeting sensors. Finally, the steps necessary to perform
ground attack missions at night will be implemented. Installation of a navigation FLIR, raster capable HUD,
night cockpit lighting, and an integrated, ejection-safe night vision helmet system will give the AFTI/F-16 a
basic night-under-the-weather penetration capability when used with the DTS manual terrain following system.

A primary goal of Phase III of the program is survi',able, covert, day/night penetration using a 5G
maneuvering terrain following/terrain avoidance/threat avoi lance (TF/TA/ThA) system based on digital terrain
and sensor data fusion. Sensor look into the turn capnbility will give critical obstacle and ground collision
avoidance. Automated route planning provided by the digital terrain system will give a measure of automatic
terrain avoidance and avoidance of known ground threats. Use of passive or accurately cued limited emissions
sensors will reduce enemy detection while permitting safe under-the-weather flight. The combination of
integrated night vision helmet, terrain perspective displays, and sensor displays will allow the pilot to perform
high-G, low-altitude, maneuvering, day/night tAS operations with confidence.
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Additional goals of this final phase are an all-terrain automated maneuvering attack system and the
development of the sensor capabilities and avionics suite required to support multiple target engagements per
pass. Like the automated TFtrA/ThA system, this system will rely on the digital terrain system supported by the
other aircraft sensors. Accurate standoff deliveries will insure first pass target kill while increasing
survivability. Passive ranging using the STS and digital terrain system will permit covert attack. A new tracker
for the FLIR STS will permit the tracking, classification, and prioritization of up to six targets. Other AMAS
enhancements will include provisions for precision weapon systems such as the hypervelocity missile (HVM),
low-level laser guided bomb (LLLGB), and infrared Maverick missile. The aircraft will then be postured to
integrate these advanced avionic systems with advanced weapons technologies such as Rapid Fire Maverick,
Sensor-Fuzed Weapons, and Hypervelocity Missiles as a possible follow-on phase.

ACKNOWLEDGEMENTS

The AFTIIF-16 flight test program is a multi-year, multi-service and multi-contractor program, and as
such, a large number of pcople and organizations have made contributions to the work described in this paper.
The authors would like to acknowledge the following support. The service organizations involved include the U.
S. Air Force, Navy and Army, NASA, and SANDIA National Laboratories. The contractor team is lead by
General Dynamics and includes Harris Corporation and Rockwell/Collins. Individual contributors from the Air
Force Wright Research and Development Center include Pat Boone, Bill Young and Lt. Paul K Rose. Mike
Dante, Jim Harris, Capt. Greg Hoglan, and Lt. Col. Mark Stubben of the Flight Test Center at Edwards assisted
in the measurement and analysis of the flight data. Dr. Drayton Boozer and Rick Fellerhoff of SANDIA Labs
developed and provided AFTI/SITAN data analysis. Mike Griswold, Stan McClellan, and Bob Psencik of
General Dynamics have provided analytical support, system definition and technical leadersihp. Finally, Jim
Gracia, Gordon Morrison, and Vicky Vickers of Harris provided support in the TAPE algorithm development,
and Barb Sella in the preparation of the manuscript.

REFERECE

1. Cantrel, G. W., Application of Digital Terrain Data in Flight Operations, NATO AGARD Symposium, The
Hague, Netherlands, May 1985.

2. Baird, C. A. and F. B. Snyder, Terrain Elevation Based Sensor Fusion for Attack Aircraft, NATO AGARD
Symposium, London, Oct. 1986.

3. Drew, M., Military Flight Test Programs - An Overview, SAE Aerotech 88, Anahiem, CA, Oct. 1988.
4. Baird, C.A. , N. Collins and 0. Doty, Onboard Digital Terrain Data: AFTI/F-16 Flight Test Results and Close

Air Support Enhancements, SAE Aerotech 88, Anahiem, CA, Oct. 1988.
5. Baird, C. A. and M. R. Abramson, A Comparison of Several Digital Map-aided Navigation Techniques, IEEE

Position Location and Navigation Symposium, San Diego, CA., Nov. 1984.
6. Baird, C. A., Design Techniques for Improved Map-aided Navigation, NAECON-85, Dayton, OH., May 1985
7. Abramson, M. R. and C. A. Baird, Trajectory Estimation from Flight Test Data, Memorandum Report #56,

Advanced Technology Dept., Harris Government Systems, Melbourne, Fla., Oct. 1983.
8. Boozer, D. D., et. al., SITAN Design for Tow-level Attack Aircraft, SAND84-2059, Sandia Labs., Albuquerque,

NM, May 1985.
9. Fellerhoff, J. R., AFTI/SITAN Final Report, SAND88-7325, Sandia Labs, Albuquerque, NM, Nov. 1988.
10. Defense Mapping Agency, Product Specifications for Digital Landmass System (DLMS) Data Base, DMA

Aerospace Center, St. Louis AFS, MO, Various Editions.
11. Collins, N. and C. Baird, Terrain Aided Passive Estimation, NAECON-89, Dayton, OH, May 1989.

x-



REPORT DOCUMENTATION PAGE

1. Recipient's Reference 2. Originator's Reference 3. Further Reference 4. Security Classification
of Document

AGARD-CP-455 ISBN 92-835-0535-2 UNCLASSIFIED

5. Originator Advisory Group for Aerospace Research and Development
North Atlantic Treaty Organization
7 rue Ancelle, 92200 Neuilly sur Seine, France

6. Title ADVANCES IN TECHNIQUES AND TECHNOLOGIES FOR AIR VEHICLE

NAVIGATION AND GUIDANCE

7. Presented at the Guidance and Control Panel 48th Symposium held at the Instituto da Defesa

Nacional in Lisbon, Portugal from 9th to 12th May, 1989.

8. Author(s)/Editor(s) 9. Date

Various December 1989

10. Author's/Editor's Address I1. Pages

Various 206

12. Distribution Statement This document is distributed in accordance with AGARD
policies and regulations, which are outlined on the
Outside Back Covers of all AGARD publications.

13. Keywords/Descriptors

Navigation Sensor management
Guidance Sensor fusion
Terrain reference navigation Expert systems
Image processing Inertial sensors
GPS MMW/IR seeker

14. Abstract

This volume contains 16 unclassified papers out of the 31 presented at the Guidance and Control
Panel Symposium held in Lisbon from 9 to 12 May 1989. The remainder of the papers (except
papers Nos 31, 41, 64, not available at time of printing) are included in the classified supplement
(CP-455(S)).

The papers were presented covering the following headings: Terrain reference navigation
methods; Positioning by image processing or GPS; Mission and sensor management; New
techniques and algorithms; Sensor technology; Systems applications.



IAn

0 uL 0 .2 5-

z~ 0 L, W" A~ -

In n n

Z Cc

Q,5; u E

0 >

In v V

0 kn

cl C

tou u >

OtO

.t 0 ,

'r-g. < <20
2 z z-

.2 0.

<~~~0 < a

.0 .. 0



to @-a

zo z

0

nn00 gn00

o 00 _ 0 o -

-0

(M 00

00 00
W w to

Y,4 LA .

m 'K. 5

nb o no

o~ Qn

z ~-*F zOQa

00 4,



NATO + OTAN

7 rue Ancelle • 92200'NEULLY-SUR-SEINE DISTRIBUTION OF UNCLASSIFIED

FRANCE AGARD PUBLICATIONS

Telephone (1)47.38.57.00 • Telex 610 176

AGARD does NOT hold stocks of AGARD publications at the above address for general distribution. Initial distribution of AGARD
publications is made to AGARD Member Nations through the following National Distribution Centres.Further copies are sometimes
available from these Centres, but if not may be purchased in Microfiche or Photocopy form from the Sales Agencies listed below.

NATIONAL DISTRIBUTION CENTRES
BELGIUM LUXEMBOURG

Coordonnateur AGARD - VSL See Belgium
Etat-Major de la Force Adrienne
Quartier Reine Elisabeth NETHERLANDS
Rue d'Evere, 1140 Bruxelles Netherlands Delegation to AGARD

National Aerospace Laboratory. NI .R
CANADA

Director P Fe" Paid
Dept of '. Nationa ArOnautls and
Ottawa, Space Adndnwiantion

NASA-461 Tient
DENMARK National Aeronautics and

Danish E Sp c Admlnlstratlon o r c iat U $3W
Ved Idra Penalty to Prva ue 5o0
2100 Co Washington, D.C. SPECIAL FOURTH CLASS MAIL

FRANCE ARD
O.N.E.R
29 Aven
92320 C

GERMANY
Fachinfo ,
Physik, N
Karlsruh
D-75141 .

GREECE
Hellenic.
Aircraft
Departm. - Anara
Holargos, Athens, TGA 1010

UNITED KINGDOM
ICELAND Defence Research Infottayn Centre

Director of Aviation Kentigern House
c/o Flugrad 65 Brown Street
Reyjavik Glasgow G2 8EX

ITALY UNITED STATES
Aeronautica Militare National Aeronautics and Space Administration (NASA)
Ufficio del Delegato Nazionale all'AGARD Langley Research Center
3 Piazzale Adenauer M/S I80
00144 Roma/EIJR Hampton, Virginia 23665

THE UNITED STATES NATIONAL. DISTRIBUTION CENTRE (NASA) DOES NOT HOLD
STOCKS OF AGARD PUBLICATIONS, AND APPLICATIONS FOR COPIES SHOULD BE MADE

DIRECT TO THE NATIONAL TECHNICAL INFORMATION SERVICE (NTIS) AT THE ADDRESS BELOW.

SALES AGENCIES

National Technical ESA/Information Retrieval Service The British Library
Information Service (NTIS) European Space Agency Document Supply Centre
:-'85 Port Royal Road 10, rue Mario Nikis Boston Spa, Wetherby
Springfield 75015 Paris. France West Yorkshire LS23 7BQ
Virginia 22161, USA England

Requests for microfiche or photocopies of AGARD documents should include the AGARD serial number, title, author or editor, and
publication date. Requests to NTIS should include the NASA accession report number. Full bibliographical references and abstracts of

AGARD publications are given in the following journals:

Scientific and Technical Aerospace Reports (STAR) Government Reports Announcements (GRA)
published by NASA Scientific and Technical published by the National Technical
Information Branch Information Services, Springfield
NASA Headquarters (NIT-40) Virginia 2216 1, USA
Washington D.C. 20546. USA

H
Printed by Specialised Printing Services Limited
40 Chigwell Lane, Loughton, Essex IGIO 3TZ


